Mathematical analysis of a model for moon-triggered clumping in Saturn’s rings
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Abstract
Spacecraft observations of Saturn’s rings show evidence of an active aggregation-disaggregation process triggered by periodic influences from the nearby moons. This leads to clumping and break-up of the ring particles at time-scales of the order of a few hours. A mathematical model has been developed to explain these dynamics in the Saturn’s F-ring and B-ring [5], the implications of which are in close agreement with the empirical results. In this paper, we conduct a rigorous analysis of the proposed forced dynamical system for a class of continuous, periodic and zero-mean forcing functions that model the ring perturbations caused by the moon flybys. In specific, we derive the existence of at least one periodic solution to the dynamic system with the period equal to the forcing period of the moon. Further, conditions for the uniqueness and stability of the solution and bounds for the amplitudes of the periodic solution are derived.
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1 Introduction

In our solar system, all the giant planets have rings. The rings around the planets are flat disks of innumerable small particles that orbit the planet in its equatorial plane [4]. The ring particles range in sizes from dust to boulders to small moonlets. The particles continually collide, resulting in both fragmentation and aggregation. The particles will aggregate into temporary units resembling piles of rubble. Dust and smaller particles collect on the surfaces of larger ones, and can be knocked off to orbit freely, or be re-captured by another particle. The dynamical processes in rings are likely to resemble those in other flattened systems like spiral galaxies, black-hole accretion disks and in the proto-planetary disks where planets form.

The largest and best-studied ring system is Saturn’s, which is now being examined at close range by the Cassini space mission. At the time surrounding Saturn’s equinox in 2009, when the Sun set on the plane of the rings, Cassini’s camera found a surprising number of small objects within the rings by the long shadows that they cast. Thus, the low sun angle provided a unique opportunity to detect larger bodies embedded in Saturn’s rings. These observations inspired close analysis of the many star occultations observed by Cassini, when a star’s brightness is measured up to a thousand times per second while the star passes behind the rings. This technique yields unprecedented spatial resolution, allowing the detection of objects bigger than a few meters in size. The starlight fluctuations were analyzed by power spectral analysis, indicating clumps 100-2000m in size at the outer edge of Saturn’s brightest (B) ring, the same location where the shadow-casting bodies were seen [6]. Small transient clumps are also seen in Saturn’s F ring [6, 3]. In both cases,
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the clumps are correlated with the location of nearby moons. This led Esposito to propose [5] that the moon triggers the clumping, particularly at the distances from Saturn where a ring particle’s mean orbital motion resonates with that of the moon.

The complicated dynamical interactions in planetary rings are sometimes modeled as a fluid and other times as an example of granular flow [9]. Numerical solutions often rely on N-body simulations (see for instance [7]). Since the ring particle dynamics is so complicated and the N-body solutions are so slow, Esposito et al [5] developed a simplified dynamical model based on some analogies with Plasma Physics. This model solves for the coupled evolution of aggregates and the velocity dispersion at a location within the rings.

The dynamical model proposed in [5] aims to explain the aggregation and disaggregation processes observed in Saturn’s F ring and the B ring outer edge due to the perturbation caused by the Saturn’s moon, Prometheus and Mimas, respectively. Their numerical simulations demonstrate that the dynamical model explains certain spacecraft measurements corresponding to these regions in the Saturn’s ring. Further, these numerical results strongly suggest the existence of a limit cycle for realistic values of the parameters. In this paper, we provide a rigorous mathematical proof of this fact as well as study other features that are relevant from a dynamical point of view.

The model under consideration relates the mean aggregate mass \( M \) and the velocity dispersion \( v_{\text{rel}}^2 \) of ring particles (defined in [5, Section 9]) at the above mentioned locations in the Saturn’s ring, as follows

\[
\frac{dM}{dt} = \frac{M}{T_{\text{acc}}} - \left( \frac{v_{\text{rel}}^2}{v_{\text{th}}^2} \right) \frac{M}{T_{\text{coll}}} + \frac{M^2}{M_0^2} \frac{v_{\text{esc}}^2 (M_0)}{T_{\text{stir}}} - f(t). \tag{1.1}
\]

In the first equation of (1.1), the first term refers to the coagulation of the ring particles leading to a growth in the mean aggregate mass at an accretion rate \( \frac{1}{T_{\text{acc}}} \) (\( T_{\text{acc}} \) is the accretion period) and the second term refers to the erosion (or break-up) of the larger ring particles due to collisions with other ring particles at collisional rates \( \frac{1}{T_{\text{coll}}} \) (\( T_{\text{coll}} \) is the collisional period) when their velocity dispersion exceed \( v_{\text{th}} \), the threshold velocity for sticking.

In the second equation of (1.1), the first term refers to the dissipative collisions between the ring particles leading to the reduction in velocity dispersion with \( \varepsilon \) as the normal coefficient of restitution. The second term refers to the increase in the velocity dispersion to the escape velocity from mass \( M \) \( (v_{\text{esc}} (M_0) \) is the escape velocity from an aggregate of mass \( M_0 \)) due to the viscous stirring at a rate \( \frac{1}{T_{\text{stir}}} \) (\( T_{\text{stir}} \) is the stirring period), caused by the passage of the ring particles of mass \( M \). Finally, the last term refers to the periodic forcing by the Saturn’s moon causing disturbances in the velocity dispersion, where \( f(t) = 2\pi v_{\text{th}}^2 \beta \cos \left( \frac{2\pi t}{T_{\text{syn}}} \right) \) describes the moon perturbation, where \( T_{\text{syn}} \) is the forcing period, \( \beta \) is the forcing amplitude.

For convenience, we reduce the system to an equivalent dimensionless system with the following substitutions: \( x = \frac{M}{M_0}, \ y = \frac{v_{\text{rel}}^2}{v_{\text{th}}^2} , \) and \( t = \frac{T_{\text{orb}}}{T_{\text{orb}}} \), where \( T_{\text{orb}} \) is the orbital period of the ring particles around Saturn, and pass to a more mathematical notation by using \( \frac{dx}{dt} = x' \). Then, the system in (1.1) becomes

\[
x' = ax - bxy \\
y' = -cy + dx^2 - f(t) \tag{1.2}
\]

where

\[
a = \frac{T_{\text{orb}}}{T_{\text{acc}}}, \ b = \frac{T_{\text{orb}}}{T_{\text{coll}}}, \ c = \frac{T_{\text{orb}}(1 - \varepsilon^2)}{T_{\text{coll}}}, \ d = \frac{T_{\text{orb}}v_{\text{esc}}^2}{T_{\text{stir}}v_{\text{th}}^2} \tag{1.3}
\]

are all positive parameters, \( f(t) = A_0 \cos (\omega t) \), \( A_0 = \frac{2\pi v_{\text{th}}^2 \beta}{T_{\text{syn}}}, \ \omega = \frac{2\pi T_{\text{orb}}}{T_{\text{syn}}}, \) and \( T \) is the (normalized) forcing period.

The above dynamical system has two main differences when compared to the predator-prey system. Firstly, in the second equation, we have the \( x^2 \) term instead of the coupling \( xy \). Secondly, the external forcing is not standard in ecological models, since the typical forcing is parametrical (see for instance the model studied in [2]).
Despite these differences, the aggregation-disaggregation model represented by this system can be well explained by drawing an analogy with the predator-prey system. Let the mean aggregate mass of the ring particles correspond to the prey population, and the velocity dispersion correspond to the predator population. The velocity dispersion 'feeds' off the accelerations from the aggregates' gravity (in reference to the second term of the second equation). As the velocity dispersion grows too large, it limits the 'prey' as high velocity collisions lead to fragmentation of the ring particles (in reference to the second term of the first equation). In the absence of the interaction between the 'predator' and the 'prey', the 'prey' population (mean aggregate mass) grows and the predator population decays (in reference to the first terms of the two equations, respectively). In addition, the predator population is periodically controlled in a certain deterministic manner, as represented by the sinusoidal forcing function.

In the following section, we conduct a thorough qualitative analysis of the above system and comment about the existence and nature of its solution, conditions on uniqueness and asymptotic stability of the solution and finally derive explicit bounds for the solutions. Along with these results, we derive useful insights about the Saturn’s ring dynamics based on these results.

Further, the results in this paper hold for any general forcing functions \( f(t) \) as long as it is a continuous periodic function of minimal period \( T = \frac{2\pi}{T_0} \) with zero mean value, i.e., \( \int_0^T f(t) dt = 0 \). All the results will be presented for this general forcing function, and the sinusoidal forcing function will be explicitly studied in Section 5.

## 2 Existence of a periodic solution

Numerical results in [5] strongly suggest the existence of a limit cycle for realistic values of the parameters. In the following theorem, we provide an analytical proof for the same. Further, the result holds for all feasible values of the system parameters.

**Theorem 1** System (1.2) has at least one \( T \)-periodic solution \((x, y)\) with \(x(t) > 0\) for all \(t\).

**Proof.** By introducing the change \( z = \ln x \), system (1.2) is transformed into

\[
\begin{aligned}
z' &= a - by \\
y' &= -cy + d \exp(2z) - f(t).
\end{aligned}
\]

(2.4)

The theorem is proved by showing that the above system is equivalent to a second order differential equation of the Duffing type, and then invoking the Landesman-Lazer conditions for the existence of a periodic solution. Deriving the first equation and inserting the second one, we obtain the following second order differential equation of Duffing type

\[
z'' + cz' + bd \exp(2z) = ac + bf(t).
\]

(2.5)

Now the periodic problems for (1.2) and (2.5) are completely equivalent. If \((x, y)\) is a \(T\)-periodic solution of system (1.2) with \(x(t) > 0\) for all \(t\), then \(z = \ln x\) is a \(T\)-periodic solution of (2.5). Conversely, if \(z\) is a \(T\)-periodic solution of eq. (2.5), then \(x = \exp(z)\), \(y = (a - z')/b\) is a \(T\)-periodic solution of system (1.2) with \(x(t) > 0\) for all \(t\).

Since \(ac > 0\), eq. (2.5) is of Landesman-Lazer type. Landesman-Lazer conditions are classical and implies the existence of a periodic solution, see for instance [12, Theorem 1].

\(\Box\)

The above result leads to a physical interpretation that the periodic forcing by the moon gives a limit cycle in the mean aggregate mass and velocity dispersion with the same period as the forcing function.

It is interesting to remark that the latter result can be extended to a family of forcing terms with more complicated recurrence including quasi periodic forcing. The main result in [1] implies the existence of a quasi periodic solution and the boundedness of all solutions in the future.
3 Uniqueness and asymptotic stability

In this section, we derive conditions for the existence of a unique periodic solution and comment about the stability of the solution.

Theorem 2 When

$$acT < 2 + \frac{c^2}{2},$$

system \((1.2)\) has a unique \(T\)-periodic solution, which is asymptotically stable.

Proof.

We know that system \((1.2)\) is equivalent to eq. \((2.5)\), hence along this proof we will work directly with this last equation.

**Uniqueness.** Assume that \(z_1, z_2\) are two \(T\)-periodic solutions of eq. \((2.5)\). The difference \(\delta(t) = z_1(t) - z_2(t)\) is a solution of a second order linear equation

$$\delta'' + c\delta' + h(t)\delta = 0,$$

where \(h(t) = bd\exp(2z_1 - \exp(2z_2))\). We consider two cases:

- **Case 1:** \(\delta(t) \neq 0\) for every \(t\): without loss of generality, we may take \(\delta(t) > 0\). By the Mean Value Theorem,

  $$h(t) = 2bd\exp(2\xi(t)),$$

  where \(z_2(t) < \xi(t) < z_1(t)\) for every \(t\). Hence, by using \((4.11)\), one obtains

  $$\|h\|_1 = 2bd \int_0^T \exp(2\xi(t))dt < 2bd \int_0^T \exp(2z_1(t))dt = 2acT.$$  

  Using \((3.6)\), one may check easily that \(h \in \Omega_{1,c}\), as defined in \([11, \text{Section 3}]\). Then, by \([11, \text{Corollary 2.5}]\), the operator defined by the left-hand side of \((3.7)\) is inversely positive, in particular \((3.7)\) is non-degenerate and its only periodic solution is the trivial one, which is a contradiction with the assumption that \(\delta(t) \neq 0\) for every \(t\).

- **Case 2:** \(\delta(t_0) = 0\) for some \(t_0 \in [0, T]\): by periodicity, there exists \(t_1 > t_0\) such that \(d(t_1) = 0\) and \(\delta(t) \neq 0\) for all \(t \in [t_0, t_1]\). Again, we may assume without losing generality that \(\delta(t) > 0\) for all \(t \in [t_0, t_1]\). Define the truncated function \(\hat{h}(t)\) as \(h(t)\) if \(t \in [t_0, t_1]\) and 0 if \(t \in [0, t_0] \cup \{t_1, T\}\). By reasoning as before, \(h \in \Omega_{1,c}\). Then, as a consequence of the results in \([11]\) (see Remark 2.2 therein), the distance between two consecutive zeroes of a solution of \(\delta'' + c\delta' + \hat{h}(t)\delta = 0\) is greater than \(T\), but \(\delta\) is a solution vanishing at \(t_0, t_1\), which is a contradiction.

After this analysis, the only remaining possibility is \(d(t) = 0\) for every \(t\), so the \(T\)-periodic solution is unique.

**Stability.** The proof for asymptotic stability is also based on the results from \([11]\). Let \(z(t)\) be the unique \(T\)-periodic solution of eq. \((2.5)\). A standard computation gives that the topological index of \(z\) is \(\gamma(z) = 1\). The variational equation is \(u'' + cu' + h(t)u = 0\) with \(h(t) = 2bd\exp(2z(t))\) and again \(h \in \Omega_{1,c}\) as a result of \((3.6)\). Then the asymptotic stability follows directly from \([11, \text{Theorem 3.1}]\).

\(\square\)

Remark 1 Observe that for \(f \equiv 0\), the unique non-trivial equilibrium of system \((1.2)\) is \((M, v_{rel}^2) = (\sqrt{\frac{Q}{M}}, \frac{c^2}{2})\) (there is a second equilibrium point with negative mass, which is unphysical and will not be considered). The eigenvalues associated to the Jacobian matrix of the equilibrium are \(\lambda_{1,2} = \frac{1}{2} \left( -c \pm \sqrt{c^2 - ac} \right)\). Since the real parts are negative, the equilibrium is hyperbolic, hence robust to small perturbations. Therefore, if \(A_0\) is small enough, \((1.2)\) presents an asymptotically stable \(T\)-periodic orbit. The remarkable feature of the latter result is that stability is proved on a certain region of the involved parameters independently of the size of the external force \(f\).
As we will see in Section 5, Theorem 2 is applicable to the Saturn’s F-ring, in fact for the F-ring \( ac = 16\pi^2(1 - \varepsilon^2) \approx 0.104 \) so condition (3.6) is satisfied. The condition (3.6) is also satisfied for the Saturn’s B-ring outer edge when the optical depth is \( \tau = .5 \). In the following theorem, a condition for the existence and stability of the solution is derived that depends on the nature of the forcing function via its supremum norm, denoted by \( \|f\|_\infty \).

**Theorem 3** Under the assumption

\[
2ac + 2b\|f\|_\infty < \frac{c^2}{4} + \frac{\pi^2}{T^2},
\]

system (1.2) has at least one asymptotically stable \( T \)-periodic solution.

**Proof.** The above result is obtained by using the technique of lower and upper solutions [8]. A lower solution is found by fixing a constant \( \beta \) such that

\[
bd\exp(2\alpha) = ac + b\|f\|_\infty.
\]

An upper solution is easily obtained as follows. Take \( F \) the unique \( T \)-periodic solution of \( z'' + cz' = f(t) \) with mean value zero. Then, \( \beta(t) = -M + F(t) \) with \( M \) big enough is an upper solution with \( M \) big enough is an upper solution with

\[
\frac{\partial}{\partial s} g(t, s) = 2bd\exp(2s) \leq 2bd\exp(2\alpha) = 2ac + 2b\|f\|_\infty < \frac{c^2}{4} + \frac{\pi^2}{T^2}
\]

by (3.8), which is just (1.6) in [8]. \( \Box \)

In the context of the Saturn’s ring dynamics, Theorem 2 and Theorem 3 show that the forced ring system has a limit cycle behavior around the fixed point and when the external forcing satisfies the above condition, it drives a stable limit cycle. Further, the above theorems provide a theoretical justification for the concentric limit cycles that were observed through numerical simulations in [5, Fig. 16 and Fig. 17].

### 4 Explicit bounds

Theorem 1 provides a general existence result, but more concrete quantitative information about the location of the periodic orbits is desirable. In this section, we derive explicit estimates for the periodic solutions. In the next result, \( f^+ = \max\{f, 0\} \), \( f^- = \max\{-f, 0\} \) denotes the positive and negative part respectively of a given function \( f \), and \( \|f\|_p \) denotes the usual \( L^p \)-norm.

**Theorem 4** Let \( (x, y) \) with \( x(t) > 0 \) for all \( t \) a \( T \)-periodic solution of system (1.2). Then, the following bounds hold

\[
\sqrt{\frac{ac}{bd}}\exp\left(-\frac{\sqrt{T}b}{c}\|f\|_2\right) \leq x(t) \leq \sqrt{\frac{ac}{bd}}\exp\left(\frac{\sqrt{T}b}{c}\|f\|_2\right) \frac{\beta}{\beta(1 - cT)} - \|f^+\|_1 \leq y(t) \leq \frac{\beta}{\beta(1 + cT)} + \|f^-\|_1
\]

for all \( t \).

**Proof.** The bounds derived above are obtained by working with the second order differential equation of Duffing type (2.5) that is equivalent to the system in (1.2). Integrating (2.5) over a whole period

\[
bd\int_0^T \exp(2z)dt = acT.
\]

By the integral mean value theorem, there exists \( t_0 \in [0, T] \) such that

\[
\exp(2z(t_0)) = \frac{ac}{bd}.
\]
Observe that $z(t) - z(t_0) \in H^1_0(t_0, T + t_0)$, then by the Sobolev inequality with the optimal constant (see for instance [10]), we get

$$|z(t) - z(t_0)| \leq \frac{\sqrt{T}}{2} \|z\|_2.$$  

(4.13)

On the other hand, multiplying (2.5) by $z'$ and integrating over $[0, T]$ and applying Cauchy-Schwarz inequality, we get

$$c \|z'\|_2^2 = b \int_0^T f(t) z' dt \leq b \|f\|_2 \|z'\|_2,$$

hence,

$$\|z'\|_2 \leq \frac{b}{c} \|f\|_2.$$  

(4.14)

Now, combining (4.12), (4.13) and (4.14),

$$z(t) = z(t_0) + z(t) - z(t_0) \leq \frac{1}{2} \ln \left( \frac{ac}{bd} \right) + \frac{\sqrt{T}}{2} \frac{b}{c} \|f\|_2$$

and

$$z(t) = z(t_0) + z(t) - z(t_0) \geq \frac{1}{2} \ln \left( \frac{ac}{bd} \right) - \frac{\sqrt{T}}{2} \frac{b}{c} \|f\|_2.$$

The first inequality of (4.10) arises from here taking $z = \ln x$ and finding the value of $x$.

The bound for $y$ is found as follows. Let $t_*$ such that $z(t_*) = \min_{t \in [0, T]} z(t)$. Integrating (2.5) on $[t_*, t]$,

$$z'(t) + cz(t) - cz(t_*) + bd \int_{t_*}^t \exp(2z(s)) ds = \int_{t_*}^t ac + bf(s) ds \leq acT + b \|f^+\|_1.$$

Since $cz(t) - cz(t_*) + bd \int_{t_*}^t \exp(z) dt \geq 0$, then

$$z'(t) \leq \int_{t_*}^t ac + bf(s) ds \leq acT + b \|f^+\|_1.$$  

(4.15)

Analogously, Let $t^*$ such that $z(t^*) = \max_{t \in [0, T]} z(t)$. Integrating (2.5) on $[t^*, t]$,

$$z'(t) + cz(t) - cz(t^*) + bd \int_{t^*}^t \exp(2z(s)) ds = \int_{t^*}^t ac + bf(s) ds \geq -b \|f^-\|_1.$$

Then,

$$z'(t) \geq -bd \int_{t^*}^t \exp(z) dt - b \|f^-\|_1 \geq -bd \int_{t^*}^{t^* + T} \exp(z) dt - b \|f^-\|_1.$$

Since $z(t)$ is $T$-periodic, $\int_{t^* + T}^{T} \exp(2z(s)) dt = \int_0^T \exp(2z(s)) dt$, then by using (4.11),

$$z'(t) \geq -acT - b \|f^-\|_1.$$  

(4.16)

Finally, inserting (4.15) – (4.16) into $y = \frac{1}{b}(a - z')$, one obtains the second inequality of (4.10).

□

Since the lower bound for $x(t)$ is non-negative, the $T$-periodic solution $x(t)$ is also non-negative for all $t$. The above argument acts as an alternate proof for the later part of the statement in Theorem 1. Further, the bounds derived for the $T$-periodic solution for $y(t)$ may not necessarily be tight. Especially, for small forcing amplitudes, the $T$-periodic solutions are expected to be close to the stable feasible fixed point, but the upper and lower bounds deviate from the stable fixed point by a factor of $cT$ about the fixed point. As a result, we derive tighter bounds for $y(t)$ in the following theorem.
Theorem 5  Alternatively, $y$ satisfies the bounds:

\[
y(t) \geq \max \left( \frac{ab^{-1}cT}{(e^{cT} - 1)} \frac{a \exp \left( -\frac{b\sqrt{T} \|f\|_2}{c} \right)}{b} \right) - \min \left( v_{\max}, \sqrt{\frac{\|f\|_2^2}{2c(e^{cT} - 1)}}, \frac{\|f^+\|_1}{c}, \frac{\|f^-\|_1}{1 - e^{-cT}} \right) \tag{4.17}
\]

\[
y(t) \leq \min \left( \frac{ab^{-1}cT}{(1 - e^{-cT})^2} \frac{a \exp \left( \frac{b\sqrt{T} \|f\|_2}{c} \right)}{b} \right) - \max \left( v_{\min}, -\frac{\|f^-\|_1}{c}, \frac{\|f^+\|_1}{1 - e^{-cT}} \right), \tag{4.18}
\]

where $v_{\max} = \max \int_t^{t+T} G(t, s) f(s) ds$, $v_{\min} = \min \int_t^{t+T} G(t, s) f(s) ds$, and $G(t, s) = \frac{\exp(cs - ct)}{\exp(cT) - 1}$ is the Green’s function.

Proof. The alternative bounds given by (4.17) and (4.18) are found working directly with the second equation of system (2.4). Given a $T$-periodic solution $h(t)$, it is known that the unique $T$-periodic solution of the first-order linear equation $y' + cy = h(t)$ is

\[
y = \int_t^{t+T} G(t, s) h(s) ds.
\]

Then, from the second equation of system (2.4), we have

\[
y = \int_t^{t+T} G(t, s) [d \exp(2z) - f(s)] ds.
\]

Tight upper and lower bounds are derived for each of the two terms in the above integral considered separately. By appropriately combining these bounds, we obtain (4.17) and (4.18).

Note that

\[
1 = \frac{\exp(cT) - 1}{\exp(cT) - 1} \leq G(t, s) \leq \frac{\exp(cT)}{\exp(cT) - 1}
\]

for all $t, s \in [0, T]$.

In the following steps, we derive upper and lower bounds for both the terms in the above expression, which will be used later to obtain bounds for $y(t)$.

Bounds for $u(t) = \int_t^{t+T} G(t, s) \exp(2z(s)) ds$:

Using the bounds for $G(t, s)$,

\[
\frac{acT}{bd(e^{cT} - 1)} \leq u(t) \leq \frac{acT e^{cT}}{bd(e^{cT} - 1)}. \tag{4.19}
\]

The next set of bounds are derived by using the bounds derived for $z(t)$ in the proof of Theorem 4 and noting that $\int_t^{t+T} G(t, s) ds = \frac{1}{e}$

\[
\frac{a}{bd} \exp \left( -\frac{b\sqrt{T} \|f\|_2}{c} \right) \leq u(t) \leq \frac{a}{bd} \exp \left( \frac{b\sqrt{T} \|f\|_2}{c} \right). \tag{4.20}
\]

Combining (4.19) and (4.20), we get

\[
\max \left( \frac{acT}{bd(e^{cT} - 1)}, \frac{a}{bd} \exp \left( -\frac{b\sqrt{T} \|f\|_2}{c} \right) \right) \leq u(t) \leq \min \left( \frac{acT e^{cT}}{bd(e^{cT} - 1)}, \frac{a}{bd} \exp \left( \frac{b\sqrt{T} \|f\|_2}{c} \right) \right). \tag{4.21}
\]

Bounds for $v(t) = \int_t^{t+T} G(t, s) f(s) ds$:

Let $p(t, s) \Delta \frac{G(t, s)}{\int_t^{t+T} G(t, s) ds}$. We know, $\int_t^{t+T} G(t, s) ds = \frac{1}{e}$. Hence, $v(t) = \frac{1}{e} \int_t^{t+T} p(t, s) f(s) ds$. Since

\[
f_{\min} \leq \int_t^{t+T} p(t, s) f(s) ds \leq f_{\max},
\]

we have the first set of bounds

\[
\frac{f_{\min}}{c} \leq v(t) \leq \frac{f_{\max}}{c}. \tag{4.22}
\]
Similarly, using the Cauchy-Schwartz inequality, we have $f^+_{t+T} p (t, s) f (s) ds \leq \|f\|_2 \sqrt{\int_{s=t}^{t+T} p^2 (t, s) ds}$ and hence

$$v (t) \leq \|f\|_2 \sqrt{\frac{e^{tT} + 1}{2c (e^{tT} - 1)}}. \quad (4.23)$$

Another set of bounds based on the following inequality

$$- \int_{s=t}^{t+T} G (t, s) f^- (s) ds \leq v (t) \leq \int_{s=t}^{t+T} G (t, s) f^+ (s) ds$$

are

$$- \frac{\|f^-\|_\infty}{c} v (t) \leq \frac{\|f^+\|_\infty}{c} \quad (4.24)$$

$$- \frac{\|f^-\|_1 e^{tT}}{(e^{tT} - 1)} \leq v (t) \leq \frac{\|f^+\|_1 e^{tT}}{(e^{tT} - 1)}. \quad (4.25)$$

And finally, if the $v (t)$ is computable for all $t$, then,

$$v_{\min} \leq v (t) \leq v_{\max}. \quad (4.26)$$

Note that (4.22) and (4.24) are equivalent. Hence, combining (4.23) - (4.26), we get

$$v (t) \geq \min \left( v_{\min}, \frac{-\|f^-\|_\infty}{c}, \frac{-\|f^-\|_1 e^{tT}}{(e^{tT} - 1)} \right)$$

$$v (t) \leq \min \left( v_{\max}, \|f\|_2 \sqrt{\frac{e^{tT} + 1}{2c (e^{tT} - 1)}}, \frac{\|f^+\|_\infty}{c}, \frac{\|f^+\|_1 e^{tT}}{(e^{tT} - 1)} \right). \quad (4.27)$$

Using (4.21) and (4.27), (4.17) and (4.18) follow directly.

The bounds in (4.17) and (4.18) are tight for small forcing amplitudes. Combining these with the second inequality in (4.10), the bounds are tight for all forcing amplitudes.

**Remark 2** Since $y$ represents a squared relative velocity, a useful lower bound for $y$ should be positive. In this sense, the second bound given by (4.17) has the advantage that the lower bound is always positive if the external force $f$ is not too large. In the model case $f (t) = A_0 \cos(\omega t)$, it is easy to compute $\|f^+\|_1 = \|f^-\|_1 = 2A_0/\omega$, $\|f\|_2 = A_0 \sqrt{\frac{\pi}{2}}$, and the bounds are direct. On the other hand, for bigger forces it becomes negative. In fact, numerical analysis (see next section) confirms that the component $y$ of the periodic solution becomes negative, limiting the validity of the model to small (but quantified) forcing amplitudes.

Having completed the mathematical analysis of the system (1.2), in the following section, we consider examples with realistic values of the parameters of the system representing different regions of the Saturn’s ring and derive useful insights pertinent to the ring dynamics.

### 5 Insights on Saturn’s ring dynamics

We begin with some corollaries of the theorems presented in the previous sections for the Saturn’s ring system.

**Remark 3** The non-trivial, feasible stable fixed point for the unforced dynamic system is $(M, v_{\text{rel}}^2) = \left( \sqrt{\frac{T_{\text{min}} (1 - e^2)}{v_{\text{esc}}^2 (M)}}, \frac{T_{\text{coll}}}{T_{\text{acc}}} \right)$. When externally forced by periodic perturbations from the Saturn’s moons, the mean aggregate mass and the velocity dispersion demonstrates periodic aggregation-disaggregation cycle with the same period as that of the moon’s forcing.
Corollary 1 (of Theorem 2) There exists a unique, asymptotically stable limit-cycle for the \((M, v_{rel}^2)\) system if the forcing period satisfies the condition

\[ T < \frac{1 + 4\tau^2 (1 - \varepsilon^2)^2}{8\varepsilon^2 (1 - \varepsilon^2)}, \]  

(5.28)

where the right-hand-side depends on the mean optical depth and the normal coefficient of restitution corresponding to the specific location in the Saturn’s ring system.

The realistic parameters corresponding to the Saturn’s ring system are \(\varepsilon = 0.6\), \(T_{syn} = T_{orb} = T = 1\). The optical depth is \(\tau = 0.1\) for the F-ring and \(\tau = 1.5, 1, 0.5\) for the B-ring outer edge. Hence, our result is applicable to the F-ring and also to the B-ring outer edge when \(\tau = 0.5\).

Now, we consider a systematic study of each region in the Saturn’s rings, and start with the dynamics of the B-ring outer edge.

Corollary 2 For a sinusoidal forcing function, \(f(t) = \frac{2\pi \beta}{T} \cos \left(\frac{2\pi t}{T}\right)\), the upper and lower bounds of the \(T\)-periodic solution for the mass of the aggregate is

\[ e^{\sqrt{2}(\tau - \varepsilon)^2} \leq \frac{M(t)}{2\sqrt{4\tau T_{stir}(1 - \varepsilon^2)}} \leq e^{\sqrt{2}(\tau - \varepsilon)^2}. \]  

(5.29)

For \(v_{rel}^2(t)\), the bounds are obtained from Theorems 4 and 5 with \(a = b = \frac{\varepsilon}{1 - \varepsilon} = 4\tau\), \(v_{esc}(M_0) = 0.5\, m/sec, \) \(v_{th} = 1\, m/sec, \) \(v_{max} = -v_{min} = \frac{2\beta}{c\sqrt{\varepsilon^2 T^2 + 4\pi^2}}\), \(\|f\|_2 = \sqrt{\int_{t=0}^{T} |f(t)|^2 \, dt} = \pi\beta \sqrt{\frac{T}{2}},\) \(\|f^+\|_1 = \int_{t=0}^{T} |f^+(t)| \, dt = 2\beta,\) and \(\|f\|_\infty = \frac{2\beta}{T}\).

We begin with studying the impact of varying the stirring rate \(f_{stir} = \frac{1}{t_{acc}}\) on the amplitudes of the periodic solutions of \((M(t), v_{rel}^2(t))\), and Figures 1 - 3 plot the maxima and minima of the \(T\)-periodic solution of the \((M, v_{rel}^2)\) system obtained using numerical simulations against the derived upper and lower bounds for the \(T\)-periodic solution of the \((M, v_{rel}^2)\) system from Theorem 4 and Theorem 5. The system parameters corresponding to the Saturn’s ring system are \(\varepsilon = 0.6, T_{syn} = T_{orb} (T = 1), \) \(\beta = 0.5\) and \(\tau = 1.5, 1,\) and \(0.5\) for Figure 1, Figure 2 and Figure 3, respectively. The Saturn’s B-ring including the Janus 2:1 density wave, and the B-ring outer edge have 1.5 and 1 as the typical values for the optical depth. Further, \(\tau = 0.5\) is the typical optical depth value for the Saturn’s A ring, Mimas 5:3 density wave and the Janus 6:5 density wave.

From (5.29), it is clear that the amplitude and lower bounds for the periodic solutions of \(M(t)\) vary log-linearly with \(f_{stir}\), and hence the corresponding curves in the plot are straight lines. It is interesting to note that the actual values for the maximum and minimum amplitudes (obtained through simulations) also appear to have a log-linear relationship with \(f_{stir}\) with the same slope as that of the upper and lower bounds. As a result, an exponential increase in \(f_{stir}\) causes an exponential decay in the mean aggregate mass of the ring particles. This effect can be understood as follows. Large \(f_{stir}\) causes the rate of change of \(y(t)\) to be positive, and once \(v_{rel}^2(t) > \frac{2\beta}{T_{esc}}\) (same as \(y > \frac{\beta}{T}\) in (2.4)), this causes a negative slope for \(M(t)\), and essentially causing the exponential decay of \(M(t)\). Further, the parameter \(f_{stir}\) has a negligible effect on the amplitudes of \(v_{rel}^2(t)\), as evident from the negligible slope in the figure above. Notice that both the axes are in log-scale and the plots for the lower-bound of \(v_{rel}^2(t)\) does not appear in the plot because it takes negative values for all values of \(f_{stir}\).

Note that the negative values for \(v_{rel}^2(t)\) is not physical. In the case of ring dynamics, \(v_{rel}^2(t) \to 0\) corresponds to the decrease in collisional dissipation and growth in the aggregate size. This counteracting the decline and stir of the system and as a result, an equilibrium is reached, as evident from the existence of the fixed point in predator-prey model. Further, such a system when forced beyond a certain extent leads to negative values for the model parameters (e.g. \(v_{rel}^2(t)\)); but in the real rings other physical processes not included in this model would not allow the velocity dispersion term \(v_{rel}^2(t)\) to vanish at any time. For example, the Kepler velocity across the finite particle diameter ensures a minimum minimum dispersion velocity. As a result, one can conclude that the solutions to the dynamical system considered here corresponding to
Figure 1: Derived bounds compared to numerical simulations for varying \( f_{\text{stir}} \): The system parameters correspond to the B-ring outer edge where the normal coefficient of restitution \( \varepsilon = 0.6 \), the forcing period of the moon is equal to the orbital period of the ring particles about Saturn \( (T = 1) \) and the forcing amplitude \( \beta = 0.5 \), and the mean optical depth is \( \tau = 1.5 \).

physically unreachable conditions, such as negative values of \( v_{\text{rel}}^2(t) \), only indicates the invalidity of the corresponding model parameters to any phenomena in the Saturn’s rings.

Next, we see that the effect of changing \( \tau \) only changes the magnitudes of maxima, minima, and the bounds on \( M(t) \) and \( v_{\text{rel}}^2(t) \). Otherwise, \( M(t) \) has a log-linear relationship with \( f_{\text{stir}} \), with the same slope for all values of \( \tau \). Comparing Figures 1 - 3, the magnitudes of maxima \( M(t) \) increases with increase in \( \tau \), and the minima decreases with increase in \( \tau \). Further, the magnitude of the maxima of \( v_{\text{rel}}^2(t) \) remains unchanged with increase in \( \tau \) and the magnitude of the minima decreases with increase in \( \tau \). The physical interpretation is that larger optical depth leads to a larger mean aggregate mass, but not large velocity dispersion. This is because the velocity dispersion is pegged near the fixed point value given by the strong erosion for \( v_{\text{rel}}^2(t) > v_{\text{th}}^2 \), which reverses the growth of \( M(t) \). For the same reason, increasing \( f_{\text{stir}} \) reduces the upper value for \( M(t) \).

Next, we study the impact of varying the forcing amplitude \( \beta \) on the periodic solutions of \((M(t), v_{\text{rel}}^2(t))\), and Figures 4 - 6 plot the maxima and minima of the \( T \)-periodic solution of the \((M, v_{\text{rel}}^2)\) system obtained using numerical simulations against the derived upper and lower bounds for the \( T \)-periodic solution of the \((M, v_{\text{rel}}^2)\) system from Theorem 4 and Theorem 5. The system parameters are the same as before and the stirring period is assumed to be equal to the orbital period of the ring particles around Saturn, in other words, \( f_{\text{stir}} = 1 \).

Notice that for small forcing amplitudes, the periodic solutions for \( M(t) \) and \( v_{\text{rel}}^2(t) \) has a small amplitude about their average values, which in this case, are the asymptotically stable fixed points (see Remark 3) of the corresponding autonomous system of differential equations. With increase in \( \beta \), we see an increasing deviations in the amplitude of \( M(t) \) about the average values, while still non-negative, since the lower-bound
Figure 2: Derived bounds compared to numerical simulations for varying $f_{stir}$: The system parameters corresponds to the B-ring outer edge where the normal coefficient of restitution $\varepsilon = 0.6$, the forcing period of the moon is equal to the orbital period of the ring particles about Saturn ($T = 1$) and the forcing amplitude $\beta = 0.5$, and the mean optical depth is $\tau = 1$.

Figure 3: Derived bounds compared to numerical simulations for varying $f_{stir}$: The system parameters corresponds to the B-ring outer edge where the normal coefficient of restitution $\varepsilon = 0.6$, the forcing period of the moon is equal to the orbital period of the ring particles about Saturn ($T = 1$) and the forcing amplitude $\beta = 0.5$, and the mean optical depth is $\tau = 0.5$. 
Figure 4: Derived bounds compared to numerical simulations for varying forcing amplitude $\beta$: The system parameters correspond to the B-ring outer edge where the normal coefficient of restitution $\varepsilon = 0.6$, the forcing period of the moon and the stirring period are both equal to the orbital period of the ring particles about Saturn ($T = f_{\text{stir}} = 1$), and the mean optical depth is $\tau = 1.5$.

from (5.29) is non-negative. Translating to the physical phenomena, the ring particle aggregates tend to achieve large masses as well as negligibly small masses, with increase in the forcing amplitude, in each period.

The increase in forcing amplitudes causes a similar effect on $v_{\text{rel}}^2(t)$ as on $M(t)$. But increasing the forcing amplitude beyond a certain threshold causes $v_{\text{rel}}^2(t)$ to take negative values, which is non-physical. This sets a strict upper limit on the forcing amplitude, which in the case of the above figure, happens around $\beta = 0.6$. Comparing Figure 4 and 6, as $\tau$ increases from 0.5 to 1.5, $M(t)$ maxima increases, $v_{\text{rel}}^2(t)$ maxima changes only slightly.

Finally, notice that the upper and lower bounds for $M(t)$ and $v_{\text{rel}}^2(t)$ are tight for small forcing amplitudes. This means that the behavior of the system is well-characterized by the bound derived in Theorem 4 and Theorem 5 for the regions in the Saturn’s ring system where the influence of the moons are negligible. The analytical results provide a reasonable idea about the nature of the system and parallel the explicit numerical simulations.

For a greater comprehension of the presented numerical results, we have condensed them in a single table. Table 1 compares the absolute difference or the dynamic range of the $T$- periodic solutions for $(M(t), v_{\text{rel}}^2(t))$, respectively in terms of $(\hat{M}, \hat{v}^2)$; defined as

\begin{align*}
\hat{M} &= \log \left( |M(\text{max}) - M(\text{min})| \right), \\
\hat{v}^2 &= \log \left( |v_{\text{rel}}^2(\text{max}) - v_{\text{rel}}^2(\text{min})| \right),
\end{align*}

(5.30)

where $(M(\text{max}), M(\text{min}))$ and $(v_{\text{rel}}^2(\text{max}), v_{\text{rel}}^2(\text{min}))$ are the maximum and minimum values for the mass aggregate, $M(t)$ and the velocity dispersion, $v_{\text{rel}}^2(t)$, respectively; for different values of forcing amplitude, $\beta$ and the stirring frequency, $f_{\text{stir}}$, obtained from the numerical simulation of the dynamical system in Equation (1.1) with the rest of the parameters maintained the same as for Figures 1-6.
Figure 5: Derived bounds compared to numerical simulations for varying forcing amplitude $\beta$: The system parameters corresponds to the B-ring outer edge where the normal coefficient of restitution $\varepsilon = 0.6$, the forcing period of the moon and the stirring period are both equal to the orbital period of the ring particles about Saturn ($T = f_{\text{stir}} = 1$), and the mean optical depth is $\tau = 1$.

Figure 6: Derived bounds compared to numerical simulations for varying forcing amplitude $\beta$: The system parameters corresponds to the B-ring outer edge where the normal coefficient of restitution $\varepsilon = 0.6$, the forcing period of the moon and the stirring period are both equal to the orbital period of the ring particles about Saturn ($T = f_{\text{stir}} = 1$), and the mean optical depth is $\tau = 0.5$. 
Excursions in the aggregate mass and velocity dispersion in terms of $\left(\hat{M}, \hat{v}^2\right)$ defined in (5.30) & Stirring frequency, $f_{\text{stir}}$ \\

<table>
<thead>
<tr>
<th>Forcing amplitude, $\beta$</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1.82, -3.8)</td>
<td>(-4.12, -3.8)</td>
<td>(-3, -3.8)</td>
<td></td>
</tr>
<tr>
<td>(0.48, -1.5)</td>
<td>(-1.82, -1.5)</td>
<td>(-0.67, -1.5)</td>
<td></td>
</tr>
<tr>
<td>(2.07, 0.11)</td>
<td>(-0.22, 0.11)</td>
<td>(0.92, 0.11)</td>
<td></td>
</tr>
<tr>
<td>(2.73, 0.8)</td>
<td>(0.43, 0.8)</td>
<td>(1.6, 0.8)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Excursions in the system variables about the fixed point of the unforced dynamical system.

Since $(\hat{M}, \hat{v}^2)$ are logarithmic functions, negative values indicate smaller dynamic range, or in other words, the trajectories of $(M(t), v^2_{\text{rel}}(t))$ are very close to the fixed point derived in Remark 3, and larger values for $(\hat{M}, \hat{v}^2)$ indicate bigger dynamic range and that the limit cycles corresponding to $(M(t), v^2_{\text{rel}}(t))$ are far from the fixed point.

Notice that, for a given forcing amplitude $\beta$, $\hat{M}$ decreases linearly as a function of $f_{\text{stir}}$ and $\hat{v}^2$ remains a constant. Both these observations are consistent with the behavior of some of the upper and lower bounds for $(M(t), v^2_{\text{rel}}(t))$ given in (4.10), (4.17), (4.18). Further, for a given value of $f_{\text{stir}}$, there is a non-linear increase in both $\hat{M}$ and $\hat{v}^2$ with the increase in $\beta$. In this way, Table 1 qualifies the behaviors observed in Figures 1-6, in a compact manner, for a range of values taken by the parameters $\beta$ and $f_{\text{stir}}$.

6 Conclusions

We consider the mathematical model developed in [5] for understanding the dynamics of certain specific locations in the Saturn’s ring system due to the periodic perturbations caused by the nearby moon. This model relates the mean aggregate mass and the velocity dispersion of the ring particles at a certain location in the Saturn’s ring system in a manner similar to the popular predator-prey model in ecology, although it represents a totally different physical phenomenon. Further, this has been studied purely using numerical simulations so far.

In this paper, we conduct a rigorous mathematical analysis of the dynamical system and derive results pertaining to the existence, uniqueness and stability of its solution. We analytically prove that the dynamical system causes a periodic solution for the mean aggregate mass and the velocity dispersion of the ring particles at a period equal to the forcing period of the moon. Further, upper and lower bounds for the solution to the system are derived, that are especially tight for small perturbations caused by the moons. These bounds well-characterize the dependence of the system solution on various system parameters. Several useful insights are drawn about the Saturn’s ring system based on the theoretical results presented here.
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