Periodic Solutions of a Singular Equation With Indefinite Weight
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Abstract
Motivated by some relevant physical applications, we study the existence and uniqueness of $T$-periodic solutions for a second order differential equation with a piecewise constant singularity which changes sign. Other questions like the stability and robustness of the periodic solution are considered.
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1 Introduction

The purpose of this paper is to investigate the existence of $T$-periodic solutions for the equation

\[ x'' = \frac{a(t)}{x^3} \]  

\[ (1.1) \]
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where \( a \) is a \( T \)-periodic function given by
\[
a(t) = \begin{cases} 
  a_+ & \text{if } 0 \leq t < t_+, \\
  -a_- & \text{if } t_+ \leq t < T := t_+ + t_-,
\end{cases}
\tag{1.2}
\]
with \( a_+, a_- > 0 \). This problem plays an important role in at least three different physical contexts:

**Stabilization of matter-wave breathers in Bose-Einstein condensates**: A Bose-Einstein condensate (BEC) is a special state achieved by a boson gas in the zero-temperature limit. The recent review [2] gives a detailed description of this physical model with a complete bibliography. The mean field dynamics of a BEC is described by a nonlinear Schrödinger equation with a cubic term, also known in this context as the Gross-Pitaevskii equation
\[
 i \frac{\partial \psi}{\partial t} = -\frac{1}{2} \Delta \psi + g|\psi|^2 \psi, 
\tag{1.3}
\]
where \( g \) is proportional to the \( s \)-wave scattering length and measures the type of interactions between bosons (attractive if \( g > 0 \), repulsive if \( g < 0 \)). The possibility to generate breathers (that is, spatially-located solutions which are periodic in time) by modulating the nonlinear term with alternating periods of attractive and repulsive interaction was first considered in [21]. Mathematically, this modulation is equivalent to considering the parameter \( g \) as a sign-changing function \( g(t) \). Experimentally, this effect can be obtained by the so-called Feshbach-resonance management [5, 6]. Recently, a square-wave control like (1.2) has been explicitly considered in [19].

A fruitful approach to study eq. (1.3) is the method of moments [14]. The idea is to define a set of integral quantities which are physically relevant and characterize the solution of the partial differential equation. Then, such quantities are related between them by a closed set of ordinary differential equations. For instance, the width of the atom cloud is given by
\[
 I_2(t) = \int |\psi|^2 r^n d^n x, \]
where \( n \) is the spatial dimensionality. When \( n = 2 \), \( x(t) = \sqrt{I_2(t)} \) is a solution of (1.1). See [13, 14] for more details. It is interesting to remark that as an approximation of the full problem, (1.1) can be obtained by variational techniques as well. The paper [8] reviews and compares different approximations presented in the related literature.

**Propagation of guided waves in optical fibers** [23, 18, 3]: We consider a light beam propagating along an optical medium composed by alternating layers of self-focusing and self-defocusing Kerr material composing a periodic structure. If the axis \( z \) is the direction of propagation, the model for the wave evolution is again the nonlinear Schrödinger equation with cubic term
\[
 i \frac{\partial \psi}{\partial z} = -\frac{1}{2} \Delta \psi + \gamma(z)|\psi|^2 \psi, 
\tag{1.4}
\]
where $\gamma$ is a piecewise constant function whose sign determine the self-focusing or self-defocusing character of the layer. By using either the method of moments or either a variational approach, the existence of guided waves propagating along the fiber leads is equivalent (up to some approximations, see again [14, 8] for a critical review) to the existence of a periodic solution of (1.1), where we have identified $z \leftrightarrow t$.

**Electromagnetic trapping of a neutral atom near a charged wire:** The reference [7] describes a trapping mechanism for a neutral atom in the vicinity of a wire charged by a time-varying sinusoidal voltage. Later, such a model has been studied in [9, 12]. If the voltage is piecewise constant, the dynamics of the model is described by eq. (1.1).

Evidently, the parameters $a_+, a_-$ depend closely on the nature of each particular model under consideration (for instance, the specific type of gas used in the BEC or the particular optical material which conform the layered structure). Once these parameters are fixed, a question of particular interest from the practical point of view is how to control the switching times $t_-, t_+$ in order to get periodic states with a particular amplitude. Our aim is to shed some new light on this question. From a mathematical point of view, the dynamics of equations with a indefinite (sign-changing) potential has been considered before for non-singular equations [16, 17] with a different approach. For future developments, the techniques used in our proofs are in principle suitable for the study of more complex scenarios such as those arising with higher order nonlinearities [1], while the analysis of systems of coupled equations [20, 15] will probably require different techniques.

The paper is organized in two main sections. After this introduction, the first section is devoted to the analysis of the conditions for existence and uniqueness of periodic solution. In the second section a criterion for linear stability is provided, as well as some comments and open problems.

## 2 Existence of periodic solutions

In this section we study the existence and uniqueness of $T$-periodic solutions of (1.1). To this aim, for any initial condition $(x_0, v_0)$ with $x_0 > 0$, let us denote by $x(t, x_0, v_0)$ to the unique solution of (1.1) such that $x(0) = x_0$, and $x'(0) = v_0$. With this notation, our main result is the following.

**Theorem 2.1** Fix $T, a_+, a_-, t_-, t_+ \in \mathbb{R}^+$ such that $t_+ + t_- = T$.

1. If $a_- t_- > a_+ t_+$, then there exists a unique initial condition $(x_0, v_0)$ such that $x(t, x_0, v_0)$ is a $T$-periodic solution of (1.1).
2. If $a_- t_- \leq a_+ t_+$, then $(1.1)$ has no $T$-periodic solutions.

Our eq. (1.1) is ruled by two alternating autonomous planar systems

\[
\begin{aligned}
x' &= y, \\
y' &= \frac{a_+}{x^2}
\end{aligned}
\]  

(2.1)
and
\[
\begin{aligned}
\left\{ \begin{array}{l}
x' = y, \\
y' = -\frac{a+x^3}{x^2}.
\end{array} \right.
\end{aligned}
\tag{2.2}
\]

The respective phase diagrams are drawn in Figure 1. It is evident that a \(T\)-periodic solution will be a closed loop composed by two arcs or piece of orbits of such systems. For a given initial condition \((x_0, v_0)\), let us call \((x_+(t), y_+(t))\) (resp. \((x_-(t), y_-(t))\)) the unique solution of (2.1) (resp. (2.2)) such that \(x_+(0) = x_0, y_+(0) = v_0\) (resp. \(x_-(0) = x_0, y_-(0) = v_0\)). If \(\gamma^\pm(x_0, v_0)\) are the respective orbits, from the geometry of the phase planes one can see that \(\gamma^+\) and \(\gamma^-\) intersect in at most two points, one of them being \((x_0, v_0)\). Now, for a given \((x_0, v_0)\) with \(x_0 > 0\), we define the functions \(\tau_+(x_0, v_0), \tau_-(x_0, v_0) > 0\) as the unique positive times such that
\[
(x_+(\tau_+(x_0, v_0)), y_+(\tau_+(x_0, v_0))) = (x_-(\tau_-(x_0, v_0)), y_-(\tau_-(x_0, v_0))),
\]
whenever such times exist. The next result provides the explicit domain of definition and expressions of \(\tau_+, \tau_-\).

**Theorem 2.2** The domain of definition of the functions \(\tau_+(x_0, v_0), \tau_-(x_0, v_0)\) is
\[
R = \{(x_0, v_0) : x_0 > 0, v_0 < 0, x_0^2 v_0^2 < a_-\}.
\]

Moreover,
\[
\tau_+(x_0, v_0) = \frac{-2v_0 x_0^3}{v_0^2 x_0^2 + a_+}, \quad \tau_-(x_0, v_0) = \frac{2v_0 x_0^3}{v_0^2 x_0^2 - a_-}.
\]
Proof. If \( v_0 \geq 0 \), then for any \( t > 0 \), \( x_+(t) \) is strictly increasing, \( x_-(t) \) is strictly decreasing, and \( y_+(t) \) and \( y_-(t) \) are strictly increasing. Therefore, the graphs \((x_+(t), v_+(t))\) and \((x_-(t), y_-(t))\) never intersect for \( t > 0 \); thus, the functions \( \tau_-(x_0, v_0) \) and \( \tau_+(x_0, v_0) \) are not defined. In consequence, one may assume that \( v_0 < 0 \).

Now, fix \( x_0 > 0, v_0 < 0 \). We have that for every \( t > 0 \) \( x_+(t) \) is strictly decreasing whenever \( y_+(t) < 0 \), and \( x_-(t) \) is strictly increasing whenever \( y_-(t) < 0 \). In such a case, \((x_+(t), v_+(t))\) and \((x_-(t), y_-(t))\) do not intersect for \( t > 0 \). But if both graphs intersect the axis \( v = 0 \), then arguing as above one obtain that the graphs of \((x_+(t), v_+(t))\) and \((x_-(t), y_-(t))\) never intersect in exactly one point for \( t > 0 \). Therefore, to complete the proof, we only need to determine the values of \( x_0 > 0, v_0 < 0 \) for which there exist \( t_1, t_2 > 0 \) such that \( y_+(t_1, x_0, v_0) = 0 \) and \( y_--(t_2, x_0, v_0) = 0 \), and compute the functions \( \tau_-(x_0, v_0) \) and \( \tau_+(x_0, v_0) \) for such initial conditions.

Fix \( x_0 > 0, v_0 < 0 \). Then there exist \( c_1, c_2 \in \mathbb{R} \) such that for \( t > 0 \),

\[
y_+^2(t) / 2 - a_+ / 2x_+^2(t) = c_1, \tag{2.3}
\]

\[
y_-(t) / 2 - a_- / 2x_-^2(t) = c_2, \tag{2.4}
\]

where

\[
\begin{align*}
 c_1 &= \frac{v_0^2}{2} + \frac{a_+}{2x_0^2}, \quad c_2 = \frac{v_0^2}{2} - \frac{a_-}{2x_0^2}.
\end{align*}
\]

In particular, if \( x_0^2v_0^2 < a_- \), then \( c_1 > 0, c_2 < 0 \) and both graphs intersect \( v = 0 \), so by the previous argument \( \tau_-(x_0, v_0), \tau_+(x_0, v_0) \) are defined. In the sequel, we may skip the dependence on \((x_0, v_0)\) for simplicity.

The systems (2.1)-(2.2) have symmetric orbits with respect to the horizontal axis. Note that \((x_+(t, x_0, 0), y_+(t, x_0, 0)), (x_+(t, x_0, 0), y_+(t, x_0, 0))\) are both solutions of (2.1) with the same initial condition at \( t = 0 \), hence they are equal. Analogously, \( x_-(t, x_0, 0) = x_-(t, x_0, 0), y_-(t, x_0, 0) = y_-(t, x_0, 0) \). Therefore, \( \tau_+ \) is twice the time between 0, and the intersection time of the orbit with \( v = 0 \) \((t = \tau_+/2)\). The same holds for \( \tau_- \).

Now,

\[
\frac{dx_+(t)}{dt} = y_+(t) = \frac{2c_1 - \frac{a_+}{x_+^2(t)}}{2} \neq 0
\]

for any time \( t \in (0, \tau_+/2) \). Therefore,

\[
\frac{dt}{dx_+} = \frac{1}{\sqrt{2c_1 - \frac{a_+}{x_+^2}}},
\]

and the result follows after some computations by direct integration,

\[
\tau_+(x_0, v_0) = 2 \int_{x_0}^{x_0} \frac{dx}{\sqrt{2c_1 - \frac{a_+}{x_+^2}}} = \frac{-2v_0x_0}{v_0^2x_0^2 + a_+}.
\]
The computation is analogous for $\tau_-$.  

The previous result provides a period map $T : R \to \mathbb{R}$ defined as  
\[ T(x_0, v_0) := \tau_+(x_0, v_0) + \tau_-(x_0, v_0). \]

Some properties are collected in the next propositions.

**Proposition 2.1**  
1. If $(x_0, v_0) \in \partial R$ and $x_0 v_0 = 0$, then  
\[ \lim_{(x,v) \to (x_0,v_0)} T(x,v) = 0. \]

2. If $(x_0, v_0) \in \partial R$ and $v_0^2 x_0^2 = a_-$, then  
\[ \lim_{(x,v) \to (x_0,v_0)} T(x,v) = +\infty. \]

3. For any $v_0 < 0$, the function $x_0 \to T(x_0, v_0)$ is strictly increasing. In particular for any fixed $T > 0$, the Implicit Function Theorem implies the existence of a regular function $x(v_0)$ defined by $T(x(v_0), v_0) = T$.

**Proof.** The first two properties follow directly by taking limits in the explicit expressions of $\tau_-(x_0, v_0)$ and $\tau_+(x_0, v_0)$.

Fix $x_0 \geq 0, v_0 \leq 0$ such that $v_0^2 x_0^2 < a_-$. Then  
\[ \frac{\partial \tau_+(x_0, v_0)}{\partial x_0} = -\frac{2v_0 x_0^2 (3a_+ + v_0^2 x_0^2)}{(a_+ + v_0^2 x_0^2)^2} > 0, \]
and  
\[ \frac{\partial \tau_-(x_0, v_0)}{\partial x_0} = \frac{2v_0 x_0^2 (-3a_- + v_0^2 x_0^2)}{(-a_- + v_0^2 x_0^2)^2} > 0. \]
In consequence, $\frac{\partial T}{\partial x_0}(x_0, v_0) > 0$, and the result follows. 

**Proposition 2.2** Fixed $T > 0$, let $x(v_0)$ be the function defined implicitly by $T(x(v_0), v_0) = T$. Then  
\[ \lim_{v \to -\infty} \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)} = +\infty, \]
\[ \lim_{v \to 0^-} \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)} = \frac{a_+}{a_-}. \]
Moreover, for every  
\[ \frac{a_+}{a_-} < \lambda < +\infty, \]
there exists a unique $v_0$ such that  
\[ \frac{\tau_-(x(v_0), v_0)}{\tau_+(x(v_0), v_0)} = \lambda. \]
Proof. Firstly, for any \( v < 0 \),

\[ T = \tau_+(x(v), v) + \tau_-(x(v), v) = -\frac{2(a_+ + a_-)v^3}{(a_- - v^2x^2(v))(a_+ + v^2x^2(v))}. \tag{2.5} \]

Consequently, \( x(v) \to +\infty \) when \( v \to 0^- \). On the other hand, since \( v^2x^2(v) < a_- \), then \( |vx(v)| < \sqrt{a_-} \), and from here \( x(v) \to 0 \) when \( v \to -\infty \). Therefore,

\[ \lim_{v \to -\infty} \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)} = \lim_{v \to -\infty} \frac{a_+ + v^2x^2(v)}{a_- - v^2x^2(v)}. \]

Obtaining the value of \( a_- - v^2x^2(v) \) from (2.5), replacing into equation above, and taking into account that \( vx(v) \) is bounded and that \( x(v) \to 0 \) as \( v \to -\infty \), one has

\[ \lim_{v \to -\infty} \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)} = \lim_{v \to -\infty} -\frac{T(a_+ + v^2x^2(v))^2}{2(a_+ + a_-)v^3x^2(v)} = +\infty. \]

Now, let us assume by contradiction that \( v \to 0 \) and \( vx(v) \not\to 0 \). Since \( vx(v) \) is bounded, there exists a sequence \( v_n \to 0 \) such that \( v_n x(v_n) \to \nu < 0 \). Taking limits in (2.5), as the denominator is bounded by \( a_-(a_+ + a_-) \), we get \( T \to +\infty \), but this is impossible because \( T \) is a fixed number, thus if \( v \to 0 \) then \( vx(v) \to 0 \). Therefore,

\[ \lim_{v \to 0^-} \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)} = \lim_{v \to 0^-} \frac{a_+ + v^2x^2(v)}{a_- - v^2x^2(v)} = \frac{a_+}{a_-} \]

Finally, denote

\[ \Lambda(v) = \frac{\tau_-(x(v), v)}{\tau_+(x(v), v)}, \]

and let

\[ \frac{a_+}{a_-} < \lambda < +\infty. \]

By continuity, there exists \( v_0 \) such that \( \Lambda(v_0) = \lambda \). The objective is to prove that \( v_0 \) is unique by showing the \( \Lambda(v) \) is a monotone function. Deriving in \( T = T(x(v), v) \), one obtains

\[ 0 = T_\gamma(x(v), v)x'(v) + T_\nu(x(v), v), \]

therefore

\[ x'(v) = -\frac{T_\gamma(x(v), v)}{T_x(x(v), v)} = -\frac{x[a_-a_+ - (a_- - a_+)v^2x^2 + 3v^4x^4]}{v[3a_-a_+ + (a_- - a_+)v^2x^2 + v^4x^4]}. \tag{2.6} \]

If we write

\[ \Lambda(x, v) = \frac{\tau_-(x, v)}{\tau_+(x, v)} = \frac{a_+ + x^2v^2}{a_- - x^2v^2}, \]

\[ \frac{a_+}{a_-} < \lambda < +\infty. \]
then
\[ A'(v) = \Lambda_+(v(x(v), v)x'(v)) + \Lambda_-(v(x(v), v)) \]
\[ = \frac{2(a_+ + a_-)v^2x(v)}{(a_- - v^2x^2(v))^2} x(v) + vx'(v) \]
\[ = \frac{2(a_+ + a_-)v^2x'(v)}{(a_- - v^2x^2(v))^2} \left[ 1 + \frac{v^2x'(v)}{x(v)} \right]. \]

Since \( a_- > v^2x^2(v) \) and \( v < 0 \), in order to prove that \( A'(v) < 0 \), it remains to show that the function \( h(v) := 1 + \frac{v^2x'(v)}{x(v)} \) is positive for all \( v < 0 \). By using (2.6), we can write
\[ h(v) = \frac{2a_+a_- + 2(a_+ - a_-)v^2x^2 - 2v^4x^4}{3a_+a_- + (a_+ - a_-)v^2x^2 + 3v^4x^4} \]
\[ = \frac{2(a_+ + v^2x^2)(a_- - v^2x^2)}{2a_+a_- + 4v^2x^2 + (a_+ + v^2x^2)(a_- - v^2x^2)} \]
and it is clearly positive because \( a_- > v^2x^2(v) \).

In conclusion, there exists a unique \( v_0 \) such that \( \Lambda(v_0) = \lambda \) and the proof is finished.

Now, using the above results, we prove our main result.

**Proof of Theorem 1.** First, let us prove that if \( a_- t_- \leq a_+ t_+ \), then there are no \( T \)-periodic solutions. By contradiction, let us assume that \( x \) is a \( T \)-periodic solution of (1.1). Then, \( x^3x'' = a(t) \). Integrating by parts over \([0, T]\),
\[ -3\int_0^T x^2(x')^2 dt = \int_0^T a(t) dt = a_+ t_+ - a_- t_- \geq 0. \]

Therefore, \( \int_0^T x^2(x')^2 dt \leq 0 \), which lead to a straightforward contradiction. In consequence, (1.1) has no \( T \)-periodic solutions.

Now, let us assume that \( a_- t_- > a_+ t_+ \). To prove that there exists a unique initial condition \((x_0, v_0)\) such that \( x(t, x_0, v_0) \) is a \( T \)-periodic solution of (1.1), is equivalent to prove that there exists a unique \((x_0, v_0)\) such that \( t_- \), and \( t_+ \).

If \((x_0, v_0)\) is such that \( \tau_-(x_0, v_0) = t_- \), and \( \tau_+(x_0, v_0) = t_+ \), then \( x_0 = x(v_0) \), where \( x(v) \) is the function defined implicitly by \( T = T(x(v), v) \).

Finally, since
\[ \frac{t_-}{t_+} > \frac{a_+}{a_-} \]
by Proposition 2.2 and continuity, there exists a unique \( v_0 \) such that \( \tau_-(x(v_0), v_0) = t_- \), and \( \tau_+(x(v_0), v_0) = t_+ \).
Remark 2.1 Fixed $T > 0$, we may obtain how the initial condition $(x_0, v_0)$ of the unique $T$-periodic solution of (1.1) depends on $t_-, t_+$. Concretely, define
\[ \lambda = \frac{t_-}{t_+}, \]
suppose that $\lambda > a_+/a_-$, and let $(x_0, v_0)$ be the initial condition of the unique $T$-periodic solution of (1.1). Then
\[ (x_0, v_0) \to (0, -\infty) \text{ as } \lambda \to a_+/a_-, \quad (x_0, v_0) \to (+\infty, 0) \text{ as } \lambda \to +\infty. \]

3 Stability

For a given $(x_0, v_0) \in \mathbb{R}$, the aim of this section is to study the stability of $x(t) \equiv x(t, x_0, v_0)$ as a $T$-periodic function of eq. (1.1). We are going to use a classical stability result by Krein [10] (see also [4]).

Proposition 3.1 ([10]) The periodic Hill’s equation
\[ y'' + p(t)y = 0 \]
is stable if
\[ \int_0^T p(t)dt \geq 0 \]
and
\[ T \int_0^T p^+(t)dt \leq 4, \]
where $p^+ = \frac{|p| + p}{2}$ is the positive part of $p$.

The main result of this section is the following one.

Theorem 3.1 Let us assume that
\[ 3a_+ \tau_+(x_0, v_0)T(x_0, v_0) \left( \frac{v_0^2}{a_+} + \frac{1}{x_0^2} \right)^2 \leq 4 \tag{3.1} \]
Then (1.1) has a $T$-periodic solution with initial condition $(x_0, v_0)$ for $t_- = \tau_-(x_0, v_0)$, $t_+ = \tau_+(x_0, v_0)$, and $T = t_- + t_+$, which is stable in the linear sense.

Remark 3.1 Let us recall that we have derived explicit expressions for $\tau_+(x_0, v_0)$, $\tau_-(x_0, v_0)$, $T(x_0, v_0)$. then condition (3.1) can be written explicitly in terms of the initial condition $(x_0, v_0)$. It provides a region of initial conditions where the linear stability is guaranteed. Such region is depicted in Fig. 2 for the values $a_+ = a_- = 1$.

Proof. The existence follows from the previous section. Let us call the solution $x(t)$. The linearized equation is
\[ y'' + \frac{3a(t)}{x^4} y = 0. \]
Let us call $p(t) = \frac{3a(t)}{x^4}$. By using that $x$ is a positive solution of (1.1),
\[ p(t) = \frac{3x''}{x}. \]
Then, an integration by parts gives
\[ \int_0^T p(t) dt = 3 \int_0^T \frac{x'^2}{x} > 0. \]

On the other hand, it is easy to see that
\[ x_* \equiv \min_{t \in [0,T]} x(t) = \sqrt{\frac{a_+ + c_1}{2c_1}}, \]
where \( c_1 = \frac{v_0^2}{2} + \frac{a_+}{2x_0^2} \). Then,
\[ T \int_0^T p^+(t) dt = T \int_0^{t_*} \frac{3a_+}{x^4} \frac{dt}{x^4} \leq \frac{3a_+ T t_*}{x_*^4} = 3a_+ T t_* \left( \frac{v_0^2}{a_+} + \frac{1}{x_0^2} \right)^2 \leq 4. \]
Hence, we are in the conditions of the previous proposition.

The equation under study is conservative, so the stability in the sense of Lyapunov can not be directly derived from the first approximation because of the possible synchronized influence of higher terms leading to resonance. After the works of Moser [22], it is well known that the stability in the nonlinear sense depends generically on the third approximation around of the periodic solution. By using the results in [11] it would be possible to get a more restrictive region in the semiplane \((x_0, v_0)\) where nonlinear stability is assured. We will not follow this way because a heavy theoretical machinery is required.

A different type of stability is the structural stability or robustness. A physical system is called robust if its dynamical response is preserved under small perturbations of the involved parameters. Generally speaking, hyperbolicity implies robustness, but in a hamiltonian ambient it is not always easy to prove that a given
solution is hyperbolic. Hence, in our context, an interesting problem is whether
the unique $T$-periodic solution of (1.1) remains after small perturbations of the
function $a(t)$. More generally, for an arbitrary $T$-periodic function $a(t)$ we think
that it should be possible to find a necessary and sufficient condition for existence
of periodic solutions by using degree arguments, although it does not seem an easy
task.
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