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Abstract. The aim of this paper is to study the numerical index with respect to an operator between Banach spaces. Given Banach spaces \( X \) and \( Y \), and a norm-one operator \( G \in \mathcal{L}(X,Y) \) (the space of all bounded linear operator from \( X \) to \( Y \)), the numerical index with respect to \( G \), \( n_G(X,Y) \), is the greatest constant \( k \geq 0 \) such that

\[
|T| \leq \inf_{\delta > 0} \left\{ \sup_{y^* \in Y^*} |y^*(Tx)| : y^* \in Y^*, x \in X, \|y^*\| = \|x\| = 1, \Re y^*(Gx) > 1 - \delta \right\}
\]

for every \( T \in \mathcal{L}(X,Y) \). Equivalently, \( n_G(X,Y) \) is the greatest constant \( k \geq 0 \) such that

\[
\max_{\|T\|=1} |G + wT| \geq 1 + k\|T\|
\]

for all \( T \in \mathcal{L}(X,Y) \). Here, we first provide some tools to study the numerical index with respect to \( G \).

Next, we present some results on the set \( \mathcal{N}(\mathcal{L}(X,Y)) \) of the values of the numerical indices with respect to all norm-one operators on \( \mathcal{L}(X,Y) \). For instance, we show that \( \mathcal{N}(\mathcal{L}(X,Y)) = \{0\} \) when \( X \) or \( Y \) is a real Hilbert space of dimension greater than one and also when \( X \) or \( Y \) is the space of bounded or compact operators on an infinite-dimensional real Hilbert space. In the real case, we show that for \( 1 < p < \infty \),

\[
\mathcal{N}(\mathcal{L}(X,\ell_p)) \subseteq [0, M_p] \quad \text{and} \quad \mathcal{N}(\mathcal{L}(\ell_p, Y)) \subseteq [0, M_p]
\]

for all real Banach spaces \( X \) and \( Y \), where \( M_p = \sup_{t \in [0,1]} \frac{t^{p-1}}{1+t^{p-1}} \). For complex Hilbert spaces \( H_1, H_2 \) of dimension greater than one, we show that \( \mathcal{N}(\mathcal{L}(H_1, H_2)) \subseteq [0, 1/2] \) and the value \( 1/2 \) is taken if and only if \( H_1 \) and \( H_2 \) are isometrically isomorphic. Besides, \( \mathcal{N}(\mathcal{L}(X, H)) \subseteq [0, 1/2] \) and \( \mathcal{N}(\mathcal{L}(H, Y)) \subseteq [0, 1/2] \) when \( H \) is a complex infinite-dimensional Hilbert space and \( X \) and \( Y \) are arbitrary complex Banach spaces. We also show that \( \mathcal{N}(\mathcal{L}(L_1(\mu_1), L_1(\mu_2))) \subseteq [0, 1/2] \) and \( \mathcal{N}(\mathcal{L}(L_\infty(\mu_1), L_\infty(\mu_2))) \subseteq [0, 1/2] \) for arbitrary \( \sigma \)-finite measures \( \mu_1 \) and \( \mu_2 \), in both the real and the complex cases. Also, we show that the Lipschitz numerical range of Lipschitz maps from a Banach space to itself can be viewed as the numerical range of convenient bounded linear operators with respect to a bounded linear operator. Further, we provide some results which show the behaviour of the value of the numerical index when we apply some Banach space operations, as constructing diagonal operators between \( c_0 \), \( \ell_1 \), or \( \ell_\infty \)-sums of Banach spaces, composition operators on some vector-valued function spaces, taking the adjoint to an operator, and composition of operators.
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1. Introduction

The study of isometric properties of the space $L(X, Y)$ of all bounded linear operators between two Banach spaces $X$ and $Y$ and their impact on the domain and range spaces is a traditional subject of Banach space theory, and it remains to be an active area of research. For instance, in the second part of the twentieth century there were a number of results [5, 22, 40, 47, 48, 49, 50] on the structure of extreme points of the unit ball of $L(X, Y)$ (sometimes known as extreme operators or extreme contractions), but the subject attracts researchers till now, see for instance [10, 11, 32, 41, 46] and references therein. When $X = Y$, the space $L(X) := L(X, X)$ is a Banach algebra with unit $Id$ (or $Id_X$ if it is necessary to mention), and there are many deep results in this case (see, for instance, the classical references [42, 45]). The starting point of all these results is a celebrated result of 1955 by Bohnenblust and Karlin [6] which related the geometric and the algebraic properties of the unit. To state their result, they introduce and study a numerical range of elements of a unital algebra which generalized the classical Toeplitz numerical range of operators on Hilbert spaces from 1918. Let us state here an extension of this numerical range, which implicitly appeared in Bohnenblust-Karlin paper, and which was introduced in the 1985 paper [39]. We refer the reader to the classical books [7, 8] by Bonsall and Duncan, and to sections 2.1 and 2.9 of the recent book [9] for more information and background. Given a Banach space $Z$, we write $B_Z$ and $S_Z$ to denote the closed unit ball and the unit sphere of $Z$, respectively. If $u \in Z$ is a norm-one element, the (abstract) numerical range of $z \in Z$ with respect to $(Z, u)$ is given by

$$V(Z, u, z) := \{ \phi(z) : \phi \in F(B_{Z^*}, u) \},$$

where $Z^*$ denotes the topological dual of $Z$ and

$$F(B_{Z^*}, u) := \{ \phi \in S_{Z^*} : \phi(u) = 1 \}$$

is the face of $B_{Z^*}$ generated by $u \in S_Z$ (also known as the set of states of $Z$ relative to $u$). Let us mention that when $Z = A$ is a unital Banach algebra and $u$ is the unit of $A$, then $V(A, u, a)$ is the algebra numerical range of the element $a \in A$. The well-known formula

$$\sup \Re V(Z, u, z) = \lim_{\alpha \to 0^+} \frac{\| u + \alpha z \| - 1}{\alpha}$$

(see Lemma 2.2) connects the geometry of the space $Z$ around $u$ with the numerical range with respect to $(Z, u)$. The numerical radius of $z \in Z$ with respect to $(Z, u)$ is

$$v(Z, u, z) := \sup\{ |\lambda| : \lambda \in V(Z, u, z) \},$$
which is obviously a seminorm on $Z$ satisfying that $v(Z, u, z) \leq ||z||$ for every $z \in Z$. To determine if the numerical radius is actually an equivalent norm on $Z$, it is used the (abstract) numerical index of $(Z, u)$ (or the numerical index of $Z$ with respect to $u$), namely the constant

$$n(Z, u) := \inf \{ v(Z, u, z) : z \in S_Z \} = \max \{ k \geq 0 : k||z|| \leq v(Z, u, z) \ \forall z \in Z \}.$$ 

It is clear that $0 \leq n(Z, u) \leq 1$ and that $n(Z, u) > 0$ if and only if $v(Z, u, \cdot)$ is an equivalent norm on $Z$ (and this is equivalent to the fact that $u$ is a geometrically unitary element of $B_Z$, see the beginning of section 2). When $n(Z, u) = 0$, it is possible that $v(Z, u, \cdot)$ is not a norm, or that $v(Z, u, \cdot)$ is a non-equivalent norm on $Z$ (and in this case, $u$ is a vertex of $B_Z$ which is not a geometrically unitary element, see also the beginning of section 2). The value $n(Z, u) = 1$ means that the numerical radius with respect to $(Z, u)$ coincides with the given norm of $Z$ (and in this case, we say that $u$ is a spear element of $Z$, see Proposition 2.5 and the paragraph after it for some equivalent formulations). With this language in mind, the announced result of Bohnenblust and Karlin states that unitary elements of a unital complex algebra $A$ (a purely algebraic concept) are geometrically unitary elements of $A$ (a purely geometric concept), actually one has that $n(A, u) \geq 1/e$ if $u$ is a unitary element of the complex Banach algebra $A$, see [9, Corollary 2.1.21]. This is no longer true in the real case as, for instance, the identity is not even a vertex of $\mathcal{L}(H)$ when $H$ is any Hilbert space of dimension greater than one. Nevertheless, numerical range arguments show that the unit of a unital real Banach algebra is a strongly extreme point, see [9, Corollary 2.1.42] and [25] for a quantitative version. For (complex) $C^*$-algebras, the concepts of unitary element and geometrically unitary element coincide, see [9, Theorem 2.1.27] for the details. Let us also comment that the study of the algebra numerical range was crucial to state very important results in the theory of Banach algebras as Vidav’s characterization of $C^*$-algebras, see [7] or [9]. More recently, geometric characterizations of algebraic properties of elements of $C^*$-algebras have been given by Akemann and Weaver [2], some of which can be expressed in terms of the numerical ranges, see [43]. Let us observe that geometrically unitary elements (and even vertices) of the unit ball of a Banach space are extreme points of the unit ball (see Lemma 2.3, for instance) so, when non-zero, the abstract numerical index measures “how extreme” is a point of the unit ball of a Banach space. Finally, let us recall that the concept of numerical range (and so the ones of numerical radius and numerical index) depends on the base field, as for a complex Banach space $Z$ and a norm-one element $u \in Z$, $V(Z, u, z) = \text{Re}V(Z, u, z)$, where $Z_R$ is the real space underlying the space $Z$ and $\text{Re}$ represents the real part function.

Let us now return to our aim of studying the geometry of $\mathcal{L}(X, Y)$ around a norm-one operator $G$. For this to be done, we introduce the numerical range with respect to $G$. If $X$ and $Y$ are Banach spaces and $G \in \mathcal{L}(X, Y)$ is a norm-one operator, we consider the numerical range of $T \in \mathcal{L}(X, Y)$ with respect to $G$ which is the set

$$V(\mathcal{L}(X, Y), G, T) = \{ \phi(T) : \phi \in \mathcal{L}(X, Y)^*, \phi(G) = 1 \}.$$ 

Analogously, we may consider the corresponding numerical radius with respect to $G$:

$$v(\mathcal{L}(X, Y), G, T) = \sup \{ |\lambda| : \lambda \in V(\mathcal{L}(X, Y), G, T) \} \quad (T \in \mathcal{L}(X, Y)),$$

and the numerical index of $\mathcal{L}(X, Y), G$ (or the numerical index of $\mathcal{L}(X, Y)$ with respect to $G$):

$$n_G(X, Y) := n(\mathcal{L}(X, Y), G) = \inf \{ v(\mathcal{L}(X, Y), G, T) : T \in \mathcal{L}(X, Y), \|T\| = 1 \}.$$ 

This will be the central concept of study in this paper. Let us comment that $n_G(X, Y)$ is the greatest constant $k \geq 0$ such that

$$\max_{|w|=1} \|G + wT\| \geq 1 + k\|T\|$$

for every $T \in \mathcal{L}(X, Y)$, see Proposition 3.3. The case of $k = 1$ in the inequality above gives the concept of spear operator, introduced in [3] and deeply studied in [26].

Usually, when one deals with the geometry of spaces of operators, it is convenient to have tools which allow to describe this geometry in terms of the geometry of the domain and range spaces, allowing us to work on these spaces and not on the whole space of operators and, even more, on its wild dual space. In the case of the numerical range of operators on a Banach space (with respect to the identity operator), this tool is the “spatial” version of the numerical range. If $X$ is a Banach space and $T \in \mathcal{L}(X)$, the spatial numerical
range of $T$ was introduced by Bauer (and in a somehow equivalent reformulation by Lumer) in the 1960’s (see [7] for instance) as the set
\begin{equation}
W(T) := \{ x^*(Tx) : x^* \in S_{X^*}, x \in S_X, x^*(x) = 1 \},
\end{equation}
which is the direct extension of Toeplitz’s numerical range of operators on Hilbert spaces. It is immediate that $W(T) \subseteq V(\mathcal{L}(X), \text{Id}, T)$ and, actually, one has
\[
\text{conv}(W(T)) = V(\mathcal{L}(X), \text{Id}, T)
\]
for every $T \in \mathcal{L}(X)$ (see [9, Proposition 2.1.31], for instance). From here, it is clear that the spatial numerical radius $v(T)$ of an operator $T \in \mathcal{L}(X)$ coincides with the numerical radius with respect to $\text{Id}$, that is,
\[
v(T) := \sup\{ |\lambda| : \lambda \in W(T) \} = v(\mathcal{L}(X), \text{Id}, T).
\]
Therefore, the same happens with the corresponding numerical index:
\[
n(X) := \inf\{ v(T) : T \in \mathcal{L}(X), \|T\| = 1 \} = n(\mathcal{L}(X), \text{Id}).
\]
With this tool it has been possible to construct an example of a Banach space $X$ such that the identity operator is a vertex but not a geometrically unitary element, see [9, Proposition 2.1.39] for instance. For a detailed study of the Banach space numerical index, we refer the reader to the expository paper [27] and to subsection 1.1 of the very recent paper [28].

When dealing with a general operator $G \in \mathcal{L}(X,Y)$, the possibility of getting a spatial numerical range with respect to $G$ analogous to the formula (1.1) does not work. Indeed, for the set
\[
\{(x,y^*) : x \in S_X, y^* \in S_{Y^*}, y^*(Gx) = 1\}
\]
to be non-empty, we need the operator $G$ to attain its norm; but even in the case of $G$ being an inclusion operator, the above set is not always representative (see [34]). Nevertheless, there is an “approximate spatial” numerical range with respect to an operator recently introduced by Ardalani [3] which does the job. Given two Banach spaces $X$ and $Y$ and a norm-one operator $G \in \mathcal{L}(X,Y)$, the approximate spatial numerical range of $T \in \mathcal{L}(X,Y)$ with respect to $G$ is the set
\[
V_G(T) := \bigcap_{\delta > 0} \{ y^*(Tx) : y^* \in S_{Y^*}, x \in S_X, \text{Re} y^*(Gx) > 1 - \delta \}.
\]
It was shown in [3], using the Bishop-Phelps-Bollobás theorem, that $V_{\text{Id}}(T) = \overline{W(T)}$ for every $T \in \mathcal{L}(X)$ and every Banach space $X$, so both numerical ranges produce the same associated numerical radii. Moreover, it is shown in [33, Theorem 2.1] that
\begin{equation}
\text{conv}(V_G(T)) = V(\mathcal{L}(X,Y), G, T)
\end{equation}
for all Banach spaces $X$, $Y$ and all operators $G, T \in \mathcal{L}(X,Y)$. It then follows that
\[
v_G(T) := \inf_{\delta > 0} \sup\{ |y^*(Tx)| : y^* \in S_{Y^*}, x \in S_X, \text{Re} y^*(Gx) > 1 - \delta \} = v(\mathcal{L}(X,Y), G, T),
\]
and that
\[
n_G(X,Y) = \inf\{ v_G(T) : T \in \mathcal{L}(X,Y), \|T\| = 1 \} = n(\mathcal{L}(X,Y), G).
\]
This provides a “spatial” way to deal with the numerical radius and the numerical index with respect to an arbitrary operator which is specially interesting when we work in concrete Banach spaces and when we study the behaviour of these concepts with respect to Banach space operations on the domain and range spaces.

The aim of this paper is to present a number of results on the numerical indices with respect to operators. Let us detail the content of the paper. First, we finish this introduction with a short subsection containing the needed terminology and notation. Next, we provide in section 2 some basic results on abstract numerical index. Some of the results were previously known, but some others are new. Among the new ones, we may stress the fact that the set $\{u \in S_Z : n(Z,u) > 0\}$ is countable (i.e. finite or infinite and countable) when $Z$ is a finite-dimensional real space, and we provide with some estimations on the sum of the values $n(Z,u)$ moving $u \in S_Z$. On the other hand, for every subset $A \subseteq [0,1]$ containing 0, we show that there is a (real or complex) Banach space $Z$ such that $\{n(Z,u) : u \in S_Z\} = A$. Besides, an extension of the formula (1.2) is given which provides some useful ways to calculate numerical radii with respect to operators. Next, we
particularize these results to numerical indices with respect to operators and also give some more important
tools in section 3. Namely, we show that the numerical index with respect to an operator always dominates
the numerical index with respect to its adjoint, we calculate the value of the numerical index with respect
to a rank-one operator and we show some estimations of the numerical index with respect to an operator in
terms of the numerical radii of operators on the domain space or on the range space. In section 4 we provide
results on the set of values of the numerical indices with respect to all norm-one operators between two fixed
Banach spaces, that is, on the set
\[ \mathcal{N}(\mathcal{L}(X,Y)) := \{ n_G(X,Y) : G \in \mathcal{L}(X,Y), \|G\| = 1 \} \]
for given Banach spaces X and Y (this notation is coherent with the one that we will introduce at the
beginning of subsection 2.2 for the abstract numerical index). We show that \( 0 \in \mathcal{N}(\mathcal{L}(X,Y)) \) unless both
X and Y are one-dimensional, and that the set \( \mathcal{N}(\mathcal{L}(X,Y)) \) is countable if X and Y are finite-dimensional
real spaces. Besides, for a real Hilbert space \( H \) with \( \dim(H) \geq 2 \) one has
\[ \mathcal{N}(\mathcal{L}(X,H)) = \mathcal{N}(\mathcal{L}(H,Y)) = \{0\} \]
for all Banach spaces X and Y. We also show that the role of the space H can also be played by some non-
Hilbertian real Banach spaces as \( \mathcal{L}(H) \) when H is an infinite-dimensional real Hilbert space. Estimations
of the numerical indices with respect to operators which leave from or arrive to the real spaces \( \ell_p \) are also
given: for \( 1 < p < \infty \),
\[ \mathcal{N}(\mathcal{L}(X,\ell_p)) \subseteq [0, M_p] \quad \text{and} \quad \mathcal{N}(\mathcal{L}(\ell_p,Y)) \subseteq [0, M_p] \]
for all real Banach spaces X and Y, where \( M_p = \sup_{t \in [0,1]} \frac{|t^{p-1} - t|}{1+t^p} \). For complex Hilbert spaces \( H_1, H_2 \) of
dimension greater than one, we show that \( \mathcal{N}(\mathcal{L}(H_1,H_2)) \subseteq [0,1/2] \) and the value 1/2 is taken if and only
if \( H_1 \) and \( H_2 \) are isometrically isomorphic. Besides, \( \mathcal{N}(\mathcal{L}(X,H)) \subseteq [0,1/2] \) and \( \mathcal{N}(\mathcal{L}(H,Y)) \subseteq [0,1/2] \) when
H is a complex infinite-dimensional Hilbert space and X and Y are arbitrary complex Banach spaces. It is
also shown that
\[ \mathcal{N}(\mathcal{L}(C(K_1),C(K_2))) = \{0,1\} \]
for many families of Hausdorff topological compact spaces \( K_1 \) and \( K_2 \), both in the real and the complex
cases. As a consequence, we show that
\[ \mathcal{N}(\mathcal{L}(L_\infty(\mu_1),L_\infty(\mu_2))) \subseteq [0,1] \quad \text{and} \quad \mathcal{N}(\mathcal{L}(L_1(\mu_1),L_1(\mu_2))) \subseteq [0,1] \]
for all \( \sigma \)-finite positive measures \( \mu_1 \) and \( \mu_2 \).

In section 5 we use the tools presented in section 3 to prove that the concept of Lipschitz numerical
range introduced in [51, 52] for Lipschitz self-maps of a Banach space can be viewed as a particular case of
numerical range with respect to a linear operator between two different Banach spaces.

Finally, we collect in section 6 some results which show the behaviour of the value of the numerical index
when we apply some Banach space operations. For instance, we show that the numerical index of a \( c_0 \)-
\( \ell_1 \)- or \( \ell_\infty \)-sum of Banach spaces with respect to a direct sum of norm-one operators in the corresponding
spaces coincides with the infimum of the numerical indices of corresponding summands. As a consequence,
we show that there are real and complex Banach spaces X for which \( \mathcal{N}(\mathcal{L}(X)) = [0,1] \). We also show
that a composition operator between spaces of vector-valued continuous, integrable, or essentially bounded
functions produces the same numerical index as the original operator. Next, we provide two conditions
assuring that the numerical index with respect to an operator and the numerical index with respect to its
adjoint coincides: that the range space is \( L \)-embedded and that the operator is rank-one. Finally, we discuss
some results on the value of the numerical index with respect to a composition of two operators and then
we provide with ways to extend the domain or the codomain of an operator retaining the numerical index.
In particular, the results of the section allow us to solve Problem 9.14 of [26].

1.1. Notation and terminology. By \( K \) we denote the scalar field (\( \mathbb{R} \) or \( \mathbb{C} \)), and we use the standard
notation \( \mathbb{T} := \{ \lambda \in K : |\lambda| = 1 \} \) for its unit sphere. We use the letters X, Y, Z for Banach spaces over \( K \) and
by subspace we always mean closed subspace. In some cases, we have to distinguish between the real and
the complex case, but for most results this difference is insignificant. We write \( J_X : X \rightarrow X^{**} \) to denote
the natural isometric inclusion of X into its bidual \( X^{**} \).
Let $\Gamma$ be a non-empty index set, and $\{X_\gamma : \gamma \in \Gamma\}$ be a collection of Banach spaces. We write
\[
\bigoplus_{\lambda \in \Lambda} X_\lambda, \quad \bigoplus_{\lambda \in \Lambda} X_\lambda^{(i)}, \quad \bigoplus_{\lambda \in \Lambda} X_\lambda^{(i,\infty)}
\]
to denote, respectively, the $c_0$, $\ell_1$, and $\ell_\infty$-sum of the family. If $E$ is $\mathbb{R}^n$ endowed with an absolute norm $|\cdot|_E$ and $X_1, \ldots, X_n$ are Banach spaces, we write $X = [X_1 \oplus \cdots \oplus X_n]_E$ to denote the product space $X_1 \times \cdots \times X_n$ endowed with the norm
\[
\|(x_1, \ldots, x_n)\| = \left(\|x_1\|, \ldots, \|x_n\|\right)_E
\]
for all $x_i \in X_i$, $i = 1, \ldots, n$.

Given $1 \leq p \leq \infty$ and a non-empty set $\Gamma$, we write $\ell_p(\Gamma)$ to denote the $L_p$-space associated to the counting measure on $\Gamma$. For $n \in \mathbb{N}$, we just write $\ell_p^n$ to denote $\ell_p(\{1, \ldots, n\})$. Given a Banach space $X$, a compact Hausdorff topological space $K$, and a $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$, we write $C(K, X)$, $L_1(\mu, X)$, and $L_\infty(\mu, X)$ to denote, respectively, the spaces of continuous functions from $K$ to $X$, Bochner-integrable (classes of) functions from $\Omega$ to $X$, and strongly measurable and essentially bounded (classes of) functions from $\Omega$ to $X$.

## 2. Some old and new results on abstract numerical index

Our aim here is to recall some basic facts about the abstract numerical range and to provide with some ones which, as far as we know, are new. We start by recalling some related definitions which were already mentioned in the introduction.

**Definition 2.1.** Let $Z$ be a Banach space and let $u \in S_Z$.

(a) We say that $u$ is a vertex of $B_Z$ if $F(B_{Z^*}, u)$ separates the points of $Z$ (i.e., for every $z \in Z \setminus \{0\}$, there is $\phi \in F(B_{Z^*}, u)$ such that $\phi(z) \neq 0$). This is clearly equivalent to the fact that $v(Z, u, z) = 0$ for $z \in Z$ implies that $z = 0$.

(b) We say that $u$ is a geometrically unitary element of $B_Z$ if the linear span of $F(B_{Z^*}, u)$ is equal to the whole $Z^*$. It is known, see [9, Theorem 2.1.17], that $u$ is a geometrically unitary element if and only if $u(Z, u) > 0$.

We refer the reader to the already cited book [9], and to the papers [4, 19, 21, 43] for more information and background on these concepts.

### 2.1. A few known elementary results

First, we present some known results on abstract numerical index which we will use throughout the paper. They are elementary and come from many sources, but we have decided to refer all of them to the recent monograph [9] for convenience of the reader.

The first result allows to relate the numerical range to a directional derivative.

**Lemma 2.2.** Let $Z$ be a Banach space and let $u \in S_Z$. Then
\[
\max_{\theta \in T} \Re V(Z, u, z) = \lim_{t \to 0^+} \frac{\|u + tz\| - 1}{t}
\]
for every $z \in Z$. Therefore,
\[
v(Z, u, z) = \max_{\theta \in T} \lim_{t \to 0^+} \frac{\|u + t\theta z\| - 1}{t} = \lim_{t \to 0^+} \max_{\theta \in T} \frac{\|u + t\theta z\| - 1}{t}.
\]

The first part of the above lemma is folklore and can be found in [9, Proposition 2.1.5]. The first equality for the numerical radius is an immediate consequence, and the second equality follows routinely from the compactness of $T$. Indeed, let $(t_n)$ a sequence of positive scalars converging to 0 and for each $n \in \mathbb{N}$, take $\theta_n \in T$ such that
\[
\max_{\theta \in T} \frac{\|u + t_n \theta z\| - 1}{t_n} = \frac{\|u + t_n \theta_n z\| - 1}{t_n}.
\]
Extract a subsequence \((\theta_{\sigma(n)})\) which is convergent to, say, \(\theta_0 \in T\). Then
\[
\frac{\|u + t_{\sigma(n)}\theta_0 z\| - 1}{t_{\sigma(n)}} \geq \frac{\|u + t_{\sigma(n)}\theta_{\sigma(n)} z\| - 1}{t_{\sigma(n)}} - \|\theta_{\sigma(n)} - \theta_0\| z.
\]
Finally,
\[
v(Z, u, z) \geq \lim_{n \to \infty} \frac{\|u + t_{\sigma(n)}\theta_0 z\| - 1}{t_{\sigma(n)}} \geq \lim_{n \to \infty} \max_{\theta \in T} \frac{\|u + t_{\sigma(n)}\theta z\| - 1}{t_{\sigma(n)}}.
\]

The next easy to prove result relates the numerical index with respect to a point to the geometry at the point. Recall that a norm-one element \(z\) of a Banach space \(Z\) is said to be a strongly extreme point of \(B_Z\) if whenever \((x_n)\) and \((y_n)\) are sequences in \(B_Z\) such that \(\lim(x_n + y_n) = 2u\), then \(\lim(x_n - y_n) = 0\). It is clear that strongly extreme points are extreme points, but the reciprocal result is not true, see [29] for instance.

**Lemma 2.3.** Let \(Z\) be a Banach space and \(u \in S_Z\).

(a) If \(u\) is a vertex of \(B_Z\), then \(u\) is an extreme point and, if moreover \(\dim(Z) \geq 2\), then the norm of \(Z\) is not smooth at \(u\).

(b) If \(u\) is a geometrically unitary element of \(B_Z\) (i.e. \(n(Z, u) > 0\)), then \(u\) is a strongly extreme point of \(B_Z\).

The extreme point condition appears in [9, Lemma 2.1.25]; if the norm of \(Z\) is smooth at \(u\), then \(F(B_{Z^*}, u)\) is a singleton, so either \(\dim(Z) = 1\) or \(u\) cannot be a vertex. The result in (b) appears in [9, Proposition 2.1.41]. Let us comment that there are vertices which are not strongly extreme points [9, Example 2.1.43].

The next result, which can be found in [9, Corollary 2.1.2], is elementary and very useful.

**Lemma 2.4.** Let \(\psi : Z_1 \to Z_2\) be a linear operator between Banach spaces \(Z_1\) and \(Z_2\), let \(u \in S_{Z_1}\) be such that \(\|\psi(u)\| = 1\). Then,

(a) If \(\|\psi\| = 1\), then \(v(Z_2, \psi(u), \psi(z)) \leq v(Z_1, u, z)\) for every \(z \in Z_1\).

(b) If \(\psi\) is an isometric embedding, then \(v(Z_2, \psi(u), \psi(z)) = v(Z_1, u, z)\) for every \(z \in Z_1\); therefore, we have in this case that \(n(Z_2, \psi(u)) \leq n(Z_1, u)\).

We next would like to present a pair of characterizations of the abstract numerical index.

**Proposition 2.5.** Let \(Z\) be a Banach space, \(u \in S_Z\), and \(0 < \lambda \leq 1\). Then, the following statements are equivalent:

(i) \(n(Z, u) \geq \lambda\);

(ii) In the real case, \(\lambda B_{Z^*} \subseteq \text{conv}(F(B_{Z^*}, u) \cup -F(B_{Z^*}, u))\);

(iii) In the complex case, given \(\varepsilon > 0\), \(\theta_1, \ldots, \theta_k \in B_{Z}\) satisfying \(B_{Z} \subseteq (1 + \varepsilon) \text{conv}\{\theta_1, \ldots, \theta_k\}\), it holds that
\[
\lambda B_{Z^*} \subseteq (1 + \varepsilon) \text{conv}\left(\bigcup_{j=1}^{k} \theta_j F(B_{Z^*}, u)\right).
\]

(iii) \(\max_{\theta \in T} \|u + \theta z\| \geq 1 + \lambda\|z\|\) for every \(z \in Z\).

The equivalence between (i) and (ii) is well known and can be found in [9, Theorem 2.1.17], for instance. The implication (i) \(\Rightarrow (iii)\) is immediate from the Hahn-Banach theorem. The reciprocal result follows straightforwardly from the last equality in Lemma 2.2.

Let us comment that the strongest possibility in Proposition 2.5, that is, \(\lambda = 1\), gives rise to the concept of spear vector introduced in [26]. A norm-one element \(u\) of a Banach space \(Z\) is a spear vector if the equality
\[
\max_{\theta \in T} \|u + \theta z\| = 1 + \|z\|
\]
holds for every \(z \in Z\). With the help of the previous proposition, this is equivalent to the fact that \(n(Z, u) = 1\). We refer the reader to chapter 2 of the book [26] for more information and background.

Finally, we present a result relating the numerical index of a Banach space with respect to a point to the numerical index of its bidual with respect to the same point which can be found in [9, Theorem 2.1.17.v].
Lemma 2.6. Let $Z$ be a Banach space and let $u \in S_Z$. Then, $n(Z^{**}, J_Z(u)) = n(Z, u)$.

2.2. On the set of values of the abstract numerical indices with respect to all unit vectors of a given space. For a given Banach space $Z$, denote $\mathcal{N}(Z) := \{n(Z, u) : u \in S_Z\}$.

In this subsection we concentrate on the properties of $\mathcal{N}(Z)$ for various classes of Banach spaces $Z$.

Let us start with a general important observation.

Proposition 2.7. Let $Z$ be a Banach space with $\dim(Z) \geq 2$. Then, $0 \in \mathcal{N}(Z)$.

Proof. Let $Y$ be a two-dimensional subspace of $Z$. Then, there is a smooth point $u \in S_Y$ and we have $n(Y, u) = 0$ by Lemma 2.3.a. Now, Lemma 2.4.b gives that $n(Z, u) = 0$. □

For many Banach spaces $Z$, zero is the only element of $\mathcal{N}(Z)$. Say, this happens for smooth spaces of dimension greater than one, a fact which follows immediately from the above proof. In section 4 the reader will find many examples of operator spaces $Z = L(X_1, X_2)$ with the property that $\mathcal{N}(Z) = \{0\}$. On the other hand, for “big bad” spaces $Z$, the corresponding set $\mathcal{N}(Z)$ can be big. Moreover, it is possible to show that this set can be any subset of $[0, 1]$ that contains 0.

Proposition 2.8. For every subset $A$ of $[0, 1]$ with $0 \in A$, one can find a (real or complex) Banach space $Z$ with $\mathcal{N}(Z) = A$.

In order to demonstrate this result, we need a little bit of preparatory work.

Example 2.9. For every $a \in [0, 1]$ there is a two-dimensional (real or complex) space $Z_a$ with $\mathcal{N}(Z_a) = \{0, a\}$.

Indeed, for $r \in [0, 1]$ denote by $Z_r^*$ the two-dimensional space $\mathbb{R}^2$ equipped with the norm

$$\|(x_1, x_2)\| = \max\{|x_1|, \sqrt{r|x_1|^2 + |x_2|^2}\}.$$

Then, the intersections of $B_{Z_r^*}$ with the lines $\{x_1 = \theta\}$ for $\theta \in \mathbb{T}$ are the only non-trivial faces of $B_{Z_r^*}$. Therefore, in the predual space $Z_r$ the only elements $u$ of $S_{Z_r}$ with $n(Z_r, u) \neq 0$ are $u = (\theta, 0)$ with $\theta \in \mathbb{T}$. As $Z_r$ has the same abstract numerical index with respect to all these elements, $\mathcal{N}(Z_r)$ consists of two points: 0 and some $h(r) \geq 0$. It is straightforward to show that $h(r)$ moves continuously from 1 to 0 as $r$ moves from 0 to 1 (as $Z_0 = \ell_\infty^2$ and $Z_1 = \ell_2^2$).

![Figure 1. The unit ball of $Z_r^*$](image-url)

The next result may be known, but we include the easy proof as we have not found any reference to it in the literature.
Lemma 2.10. Let \( \{ Z_\gamma : \gamma \in \Gamma \} \) be a family of Banach spaces. Then,

\[ N\left( \bigoplus_{\gamma \in \Gamma} Z_\gamma \right)_{\ell_1} = \bigcup_{\gamma \in \Gamma} N(Z_\gamma). \]

Proof. If a norm-one element \( u = (u_\gamma)_{\gamma \in \Gamma} \in \bigoplus_{\gamma \in \Gamma} Z_\gamma \) has more than one non-zero coordinate, then \( n\left( \bigoplus_{\gamma \in \Gamma} Z_\gamma \right)_{\ell_1}, u \) = 0 as \( u \) is then not an extreme point. In the case of \( u \) having just one non-zero coordinate \( \gamma \), then we have that \( n\left( \bigoplus_{\gamma \in \Gamma} Z_\gamma \right)_{\ell_1}, u \) = \( n(X, u) \) routinely. \( \Box \)

We are now ready to provide the pending proof.

Proof of Proposition 2.8. For every \( a \in A \) select a two-dimensional \( Z_a \) such that \( N(Z_a) = \{0, a\} \) provided by Example 2.9 and then the desired example is \( Z = \bigoplus_{a \in A} Z_a \) by Lemma 2.10. \( \Box \)

Our next goal is to find out which restrictions on \( N(Z) \) appear in the finite-dimensional case. We start by showing that, in this case, the corresponding \( N(Z) \) is at most countable.

Proposition 2.11. Let \( Z \) be a finite-dimensional real Banach space. Then, the set of points \( u \in S_Z \) satisfying \( n(Z, u) > 0 \) is countable. As a consequence, \( N(Z) \) is countable.

Proof. Let \( u \in S_Z \) be such that \( n(Z, u) > 0 \). By Proposition 2.5, we get that \( \text{conv}(F(Z^*, u) \cup -F(Z^*, u)) \) has non-empty interior so, being \( Z^* \) finite-dimensional, \( F(Z^*, u) \) has non-empty interior relative to \( S_Z \). (indeed, otherwise \( F(Z^*, u) \) has affine dimension at most \( \dim(Z^*) = 2 \), so its linear span has dimension at most \( \dim(Z^*) - 1 \), and so \( \text{conv}(F(Z^*, u) \cup -F(Z^*, u)) \) has empty interior, a contradiction). Besides, taken \( u_1, u_2 \in S_Z \), as

\[ F(Z^*, u_1) \cap F(Z^*, u_2) \subseteq \ker (u_1 - u_2), \]

the relative interiors of \( F(Z^*, u_1) \) and \( F(Z^*, u_2) \) are disjoint if \( u_1 \neq u_2 \). Hence, by separability, the set of those \( u \in S_Z \) satisfying \( n(Z, u) > 0 \) has to be countable and, a fortiori, so is \( N(Z) \). \( \Box \)

We do not know if the above corollary remains valid for “small” infinite-dimensional spaces, such as Banach spaces with separable dual. We also do not know whether \( N(Z) \) is countable for every finite-dimensional complex Banach space \( Z \).

Our next aim is to give a strengthening of Proposition 2.11 for real finite-dimensional spaces, where some techniques from combinatorial geometry are applicable. Let us comment that neither Theorem 2.12 nor Proposition 2.13 below are needed in the rest of the paper. We introduce some notation. For a convex body \( K \subseteq \mathbb{R}^n \) let us denote its \textit{inradius} by

\[ r(K) := \sup \{ r > 0 : \exists x \in K \text{ such that } x + rB_{\ell_2} \subseteq K \}. \]

Remark that in the case of \( K = -K \), the above formula simplifies to \( r(K) = \sup \{ r > 0 : rB_{\ell_2} \subseteq K \} \). We denote by \( \text{vol}_n[K] \) and \( S(K) \) the volume and the surface area of \( K \), respectively.

Theorem 2.12. Let \( Z \) be a real space with \( \dim(Z) = m \geq 2 \). Then,

\[ \sum_{u \in S_Z} n(Z, u)^{m-1} < \infty. \]

Proof. Let us identify, as usual, \( Z \) with \( (\mathbb{R}^m, \| \cdot \|) \), \( Z^* \) with \( (\mathbb{R}^m, \| \cdot \|^* \) and \( B_{Z^*} \) with the polar body of \( B_Z \). Fixed a finite set of points \( F \) in \( S_Z \), we evidently have by (2.1) that

\[ \sum_{u \in F} \text{vol}_{m-1} [F(B_{Z^*}, u)] \leq S(B_{Z^*}). \]

Using Proposition 2.5, for every \( u \in F \), we have that

\[ n(Z, u)r(B_{Z^*}B_{\ell_2} \subseteq n(Z, u)B_{Z^*} \subseteq \text{conv}(F(B_{Z^*}, u) \cup -F(B_{Z^*}, u)) \]
Proposition 2.5 implies that
\[ n(Z, u)r(B_{Z^*})B_{S^2} \cap \ker(u) \subseteq [\text{conv}(F(B_{Z^*}, u) \cup -F(B_{Z^*}, u))] \cap \ker(u). \]
For an arbitrary \( z^* \in F(B_{Z^*}, u) \), the latter set can be rewritten as
\[ \frac{1}{2} [F(B_{Z^*}, u) - F(B_{Z^*}, u)] = \frac{1}{2} [(F(B_{Z^*}, u) - z^*) - (F(B_{Z^*}, u) - z^*)]. \]
According to the Rogers–Shephard theorem [44, Theorem 1], for every convex body \( K \) in an \( n \)-dimensional space one has that
\[ \text{vol}_n[K - K] \leq \left( \begin{array}{c} 2n \\ n \end{array} \right) \text{vol}_n(K). \]
Applying this to the subset \( (F(B_{Z^*}, u) - z^*) \) of the \((m - 1)\)-dimensional space \( \ker(u) \), we obtain the inequality
\[ \text{vol}_{m-1} \left[ n(Z, u)r(B_{Z^*})B_{S^2} \cap \ker(u) \right] \leq \frac{1}{2^{m-1}} \left( \frac{2(m-1)}{m-1} \right) \text{vol}_{m-1} [F(B_{Z^*}, u)]. \]
Therefore, we can write
\[ n(Z, u)^{m-1}r(B_{Z^*})^{m-1} \text{vol}_{m-1} \left[ B_{S^2} \cap \ker(u) \right] = \text{vol}_{m-1} \left[ n(Z, u)r(B_{Z^*})B_{S^2} \cap \ker(u) \right] \leq \frac{1}{2^{m-1}} \left( \frac{2(m-1)}{m-1} \right) \text{vol}_{m-1} [F(B_{Z^*}, u)] \]
which, combined with (2.2), gives
\[ \sum_{u \in F} n(Z, u)^{m-1} \leq \frac{1}{2^{m-1}} \left( \frac{2(m-1)}{m-1} \right) \frac{S(B_{Z^*})}{\text{vol}_{m-1} \left[ B_{S^2} \cap \ker(u) \right] \cdot r(B_{Z^*})^{m-1}}. \]
As \( F \) was arbitrary, we get the desired result. \qed

For a finite-dimensional polyhedral space (i.e. finite-dimensional real space whose unit ball has finitely many faces), we can give a lower bound for the sum of numerical indices of the elements of the unit sphere.

**Proposition 2.13.** Let \( Z \) be \( \mathbb{R}^m \) endowed with a polyhedral norm such that \( B_{Z^*} \subseteq B_{S^2} \). Then,
\[ \sum_{u \in S_Z} n(Z, u) \geq r(B_{Z^*}). \]

**Proof.** Since \( Z^* \) is also polyhedral, \( S_{Z^*} \) is a finite union of sets of the form \( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \) for some \( u \in S_Z \). Let us denote by \( F \) the set of corresponding \( u \in S_Z \). Then, we obviously have the following inclusion
\[ B_{Z^*} \subseteq \bigcup_{u \in F} \text{conv} \left( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \right). \]
Since
\[ \text{conv} \left( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \right) \supseteq r \left( \text{conv} \left( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \right) B_{S^2} \right), \]
Proposition 2.5 implies that \( n(Z, u) \geq r \left( \text{conv} \left( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \right) \right) \). As the convex body \( B_{Z^*} \) is covered by a finite number of convex bodies, we can use [24, Theorem 2.1] to get that
\[ \sum_{u \in F} n(Z, u) \geq \sum_{u \in F} r \left( \text{conv} \left( F(B_{Z^*}, u) \cup -F(B_{Z^*}, u) \right) \right) \geq r(B_{Z^*}), \]
which finishes the proof. \qed

Let us remark that the estimates in (2.3) and (2.4) depend on the particular chosen representation of \( Z \) as \( \mathbb{R}^n \), and they do not pretend to be optimal. It would be interesting to find the sharp estimates in both inequalities.
2.3. A new result on abstract numerical ranges. Our goal here is to present a very general result about numerical range spaces which extends and generalizes the results of [33] and which will be useful to study the behaviour by some Banach space operations on the domain and range spaces of the numerical ranges with respect to operators (see section 6) and also to study Lipschitz numerical ranges (see section 5).

**Proposition 2.14.** Let $Z$ be a Banach space, let $u \in S_Z$, and let $C \subseteq B_{Z^*}$ be such that $B_{Z^*} = \operatorname{conv}^w(C)$. Then

$$V(Z, u, z) = \operatorname{conv} \bigcup_{\delta > 0} \left\{ z^*(z) : z^* \in C, \Re z^*(u) > 1 - \delta \right\}$$

for every $z \in Z$. Consequently,

$$v(Z, u, z) = \inf_{\delta > 0} \sup \left\{ |z^*(z)| : z^* \in C, \Re z^*(u) > 1 - \delta \right\}$$

for every $z \in Z$.

Let us first observe that the inclusion “⊇” is a straightforward application of the Banach-Alaoglu theorem. Indeed, given $\lambda_0 \in \bigcap_{\delta > 0} \left\{ z^*(z) : z^* \in C, \Re z^*(u) > 1 - \delta \right\}$, for every $n \in \mathbb{N}$ there is $z^*_n \in C$ such that

$$\Re z^*_n(u) > 1 - 1/n \quad \text{and} \quad |\lambda_0 - z^*_n(z)| < 1/n.$$  

If $z^*_0 \in B_{Z^*}$ is a limiting point of the sequence $\{z^*_n\}_{n \in \mathbb{N}}$, we have that $z^*_0(u) = 1$ and $z^*_0(z) = \lambda_0$, so $\lambda_0 \in V(Z, u, z)$. As this latter set is convex, the inclusion follows.

To prove the more intriguing reverse inequality, we need a couple of preliminary results. The first one is a general version of [33, Lemma 2.5].

**Lemma 2.15.** Let $Z$ be a Banach space, let $C \subseteq B_{Z^*}$ be such that $B_{Z^*} = \operatorname{conv}^w(C)$, and let $u \in S_Z$ and $z \in Z$. Then, for every $z^*_0 \in S_{Z^*}$ with $z^*_0(u) = 1$ and every $\gamma > 0$, there is $z^* \in C$ such that

$$\Re z^*(u) > 1 - \delta \quad \text{and} \quad \Re z^*(z) > \Re z^*_0(z) - \delta.$$  

**Proof.** As $B_{Z^*} = \operatorname{conv}^w(C)$, for $\delta' > 0$ satisfying $2\|z\|\delta' < \delta$, we may find $n \in \mathbb{N}$, $z^*_1, \ldots, z^*_n \in C$, $\alpha_1, \ldots, \alpha_n \in [0, 1]$ with $\sum_{k=1}^n \alpha_k = 1$ such that

$$\sum_{k=1}^n \alpha_k \Re z^*_k(u) > 1 - (\delta')^2 \quad \text{and} \quad \sum_{k=1}^n \alpha_k \Re z^*_k(z) > \Re z^*_0(z) - \delta'/2.$$  

Now, consider

$$J = \{ k \in \{1, \ldots, n\} : \Re z^*_k(u) > 1 - \delta' \}$$

and let $L = \{1, \ldots, n\} \setminus J$. We have that

$$1 - (\delta')^2 < \sum_{k=1}^n \alpha_k \Re z^*_k(u) \leq \sum_{k \in J} \alpha_k + \sum_{k \in L} \alpha_k (1 - \delta') = 1 - \delta' \sum_{k \in L} \alpha_k,$$

from which we deduce that

$$\sum_{k \in L} \alpha_k < \delta'.$$

Now, we have that

$$\Re z^*_0(z) - \delta'/2 < \sum_{k=1}^n \alpha_k \Re z^*_k(z)$$

$$\leq \sum_{k \in J} \alpha_k \Re z^*_k(z) + \|z\| \sum_{k \in L} \alpha_k < \sum_{k \in J} \alpha_k \Re z^*_k(z) + \delta'/2.$$  

Therefore,

$$\sum_{k \in J} \alpha_k \Re z^*_k(z) > \Re z^*_0(z) - \delta,$$

and an obvious convexity argument provides the existence of $k \in J$ such that

$$\Re z^*_k(z) > \Re z^*_0(z) - \delta.$$
On the other hand, \( \Re z^*_k(u) > 1 - \delta \) as \( k \in J \), so the proof is finished. \( \square \)

The next preliminary result follows straightforwardly from [33, Lemma 2.4].

**Lemma 2.16.** Let \( \{W_\delta\}_{\delta > 0} \) be a monotone family of compact subsets of \( \mathbb{K} \) (i.e. \( W_{\delta_1} \subseteq W_{\delta_2} \) when \( \delta_1 < \delta_2 \)). Then

\[
\sup \Re \bigcap_{\delta > 0} W_\delta = \inf_{\delta > 0} \sup \Re W_\delta.
\]

**Proof of the main part of Proposition 2.14.** For \( z \in Z \), write

\[
W_\delta(z) := \{ z^*(z) : z^* \in C, \Re z^*(u) > 1 - \delta \} \quad \text{and} \quad W(z) := \bigcap_{\delta > 0} W_\delta(z).
\]

To get the desired inclusion \( V(Z, u, z) \subseteq \conv W(z) \) for every \( z \in Z \), it is enough to prove that for every \( \delta > 0 \) and every \( z \in Z \),

\[
\sup \Re V(Z, u, z) \leq \sup \Re W_\delta(z) + \delta.
\]

Indeed, it then follows from Lemma 2.16 that \( \sup \Re V(Z, u, z) \leq \sup \Re W(z) \) for every \( z \in Z \). Now, as for every \( \theta \in T \), we have

\[
V(Z, u, \theta z) = \theta V(z, u, z) \quad \text{and} \quad W(\theta z) = \theta W(z),
\]

the desired inclusion follows easily.

So let us prove that inequality (2.5) holds. Fix \( z \in Z \) and \( \delta > 0 \). Given \( z^*_0 \in F(B_{Z^*}, u) \), we may use Lemma 2.15 to get \( z^* \in C \) such that

\[
\Re z^*(u) > 1 - \delta \quad \text{and} \quad \Re z^*_0(z) < \Re z^*(z) + \delta.
\]

So, \( \Re z^*_0(z) \leq \sup \Re W_\delta(z) + \delta \). Moving \( z^*_0 \in F(B_{Z^*}, u) \), we get that

\[
\sup \Re V(Z, u, z) \leq \sup \Re W_\delta(z) + \delta,
\]
as desired. \( \square \)

3. **Tools to Study the Numerical Index with Respect to an Operator**

Our aim in this section is to provide with some tools to calculate or, at least estimate, the numerical indices with respect to operators. Some of the results are just direct translation to the operator spaces setting of the abstract results of the previous section, but other ones rely on specifics of the operator case.

We need some notation. Let \( X, Y \) be Banach spaces. For a norm-one operator \( G \in \mathcal{L}(X, Y) \) and \( \delta > 0 \), we write

\[
v_{G, \delta}(T) := \sup \{ y^*(Tx) : y^* \in S_{Y^*}, x \in S_X, \Re y^*(Gx) > 1 - \delta \}
\]

for every \( T \in \mathcal{L}(X, Y) \). It then follows from [33] (or from Proposition 2.14) that

\[
v(\mathcal{L}(X, Y), G, T) = v_G(T) = \inf_{\delta > 0} v_{G, \delta}(T)
\]

for every \( T \in \mathcal{L}(X, Y) \), a result which we will use without any further mention (see Lemma 3.4 for details).

We include first some results which directly follow from those of section 2. The first one is the translation of Lemma 2.3 to the setting of the spaces of operators. For a simpler notation, let us say that a norm-one operator \( G \in \mathcal{L}(X, Y) \) is an **extreme operator** (or **extreme contraction**) if \( G \) is an extreme point of the unit ball of \( \mathcal{L}(X, Y) \).

**Lemma 3.1.** Let \( X, Y \) be Banach spaces and let \( G \in \mathcal{L}(X, Y) \) be a norm-one operator with \( n_G(X, Y) > 0 \). Then, \( G \) is a strongly extreme point of \( B_{\mathcal{L}(X, Y)} \), in particular, \( G \) is an extreme operator. Moreover, if \( \dim(X) \geq 2 \) or \( \dim(Y) \geq 2 \), then the norm of \( \mathcal{L}(X, Y) \) is not smooth at \( G \).

Next, we particularize Lemma 2.2 to our setting.
Lemma 3.2. Let $X, Y$ be Banach spaces and let $G \in \mathcal{L}(X, Y)$ be a norm-one operator. Then,

$$v_G(T) = \max_{\theta \in \mathbb{T}} \lim_{\alpha \to 0^+} \frac{|G + \alpha \theta T| - 1}{|G + \alpha T| - 1}$$

for every $T \in \mathcal{L}(X, Y)$.

We now include a part of Proposition 2.5, particularized to spaces of operators, which allows to characterize the numerical index in terms of the norm of the space of operators.

Proposition 3.3. Let $X, Y$ be Banach spaces, let $G \in \mathcal{L}(X, Y)$ be a norm-one operator, and $0 < \lambda \leq 1$. Then, the following statements are equivalent:

(i) $n_G(X, Y) \geq \lambda$;
(ii) $\max_{\theta \in \mathbb{T}} \|G + \theta T\| \geq 1 + \lambda\|T\|$ for every $T \in \mathcal{L}(X, Y)$.

The case $\lambda = 1$ in the previous result gives us the concept of spear operator. A norm-one operator $G \in \mathcal{L}(X, Y)$ is said to be a spear operator if

$$\max_{\theta \in \mathbb{T}} \|G + \theta T\| = 1 + \|T\|$$

for every $T \in \mathcal{L}(X, Y)$. This concept was introduced in [3] and deeply studied in the book [26], where we refer for more information and background. Observe that Proposition 3.3 says, in particular, that $G$ is a spear operator if and only if $n_G(X, Y) = 1$.

The next result is a direct consequence of Proposition 2.14 and will be very useful later on.

Lemma 3.4. Let $X, Y$ be Banach spaces. Suppose that $A \subseteq B_X$ and $B \subseteq B_Y$ satisfy $\text{conv}^w(A) = B_X$ and $\text{conv}^w(B) = B_Y$. Then, given $G \in \mathcal{L}(X, Y)$ with $\|G\| = 1$, we have

$$V(\mathcal{L}(X, Y), G, T) = \text{conv} \bigcap_{\delta > 0} \{y^*(Tx) : y^* \in B, x \in A, \text{Re} \ y^*(Gx) > 1 - \delta\}$$

for every $T \in \mathcal{L}(X, Y)$. Accordingly,

$$v_G(T) = \inf_{\delta > 0} \sup \{\|y^*(Tx)\| : y^* \in B, x \in A, \text{Re} \ y^*(Gx) > 1 - \delta\}.$$

Proof. The result follows from Proposition 2.14 as the hypotheses give that $B_{\mathcal{L}(X, Y)*} = \text{conv}^w(A \otimes B)$. Indeed, for every $G \in \mathcal{L}(X, Y)$, we have that

$$\sup_{x \in A, y^* \in B} \text{Re} \ y^*(Gx) = \sup_{y^* \in B} \sup_{x \in A} \text{Re} \ y^*(Gx) = \sup_{y^* \in B} \sup_{x \in B_X} \text{Re} \ y^*(Gx) = \sup_{x \in B_X} \sup_{y^* \in B_Y} \text{Re} \ y^*(Gx) = \|G\|. \quad \square$$

We also may relate the numerical index with respect to an operator to the numerical index with respect to its adjoint.

Lemma 3.5. Let $X, Y$ be Banach spaces. Then,

$$n_{G^*}(X^*, Y^*) \leq n_G(X, Y)$$

for every norm-one $G \in \mathcal{L}(X, Y)$.

Proof. The result follows immediately from Lemma 3.2 and the fact that the norm of an operator and the norm of its adjoint coincide. Alternatively, it also follows from Lemma 2.4 as the operator $\Psi : \mathcal{L}(X, Y) \to \mathcal{L}(Y^*, X^*)$ given by $T \mapsto T^*$ is an isometric embedding. \quad \square

In the case of rank-one operators, we may provide a formula for the numerical index with respect to it.

Proposition 3.6. Let $X, Y$ be Banach spaces, $x_0^* \in S_{X^*}$, and $y_0 \in S_Y$. Then, the rank-one operator $G = x_0^* \otimes y_0$ satisfies that

$$n_G(X, Y) = n(X^*, x_0^*) n(Y, y_0).$$
We need to introduce some notation, just for this proof. Given a Banach space $Z$, $u \in S_Z$, and $\delta \in (0, 1)$, we write

$$v_\delta(Z, u, z) := \sup\{|z^*(z)|: z^* \in S_{Z^*}, \text{Re } z^*(u) > 1 - \delta\}$$

and observe (use Proposition 2.14, for instance) that $v(Z, u, z) = \inf_{\delta > 0} v_\delta(Z, u, z)$.

**Proof.** Fixed $x^* \in S_{X^*}$ and $y \in S_Y$, we consider the norm-one operator $T = x^* \otimes y$ and show that $v_{G, \delta}(T) \leq v_\delta(x^*, x_0^*, x^*) v_\delta(Y, y_0, y)$ for every $\delta > 0$. To do so, we first observe that

$$v_\delta(x^*, x_0^*, x^*) = \sup\{|x^*(x)|: x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\}$$

as $J_X(B_X)$ is weak* dense in $B_{X^*}$. Therefore, we can write

$$v_{G, \delta}(T) = \sup\{|y^*(Tx)|: y^* \in S_{Y^*}, x \in S_X, \text{Re } y^*(y_0)x_0^*(x) > 1 - \delta\}$$

$$\leq \sup\{|y^*(y)||x^*(x)|: y^* \in S_{Y^*}, x \in S_X, \text{Re } y^*(y_0) > 1 - \delta, \text{Re } x_0^*(x) > 1 - \delta\}$$

$$\leq \sup\{|x^*(x)|: x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\} \sup\{|y^*(y)|: y^* \in S_{Y^*}, \text{Re } y^*(y_0) > 1 - \delta\}$$

$$= v_\delta(x^*, x_0^*, x^*) v_\delta(Y, y_0, y).$$

This clearly gives that $n_G(X, Y) \leq n(X^*, x_0^*) n(Y, y_0)$. To prove the reverse inequality, fixed $T \in L(X, Y)$ with $\|T\| = 1$ and $\delta > 0$, observe that

$$\sup\{|Tx|x: x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\} = \sup\{|z^*(Tx)|: z^* \in S_{Y^*}, x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\}$$

$$= \sup\{|T^*z^*(z)|: z^* \in S_{Y^*}, x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\}$$

$$\sup\{v_\delta(x^*, x_0^*, T^* z^*): z^* \in S_{Y^*}\}$$

$$\sup\{\inf\{n(X^*, x_0^*)\|T^*z^*\|: z^* \in S_{Y^*}\}\}$$

$$= n(X^*, x_0^*) \|T^*\| = n(X^*, x_0^*).$$

Therefore, we can write

$$v_{G, 2\delta}(T) = \sup\{|y^*(Tx)|: y^* \in S_{Y^*}, x \in S_X, \text{Re } y^*(y_0)x_0^*(x) > 1 - 2\delta\}$$

$$\geq \sup\{|y^*(Tx)|: y^* \in S_{Y^*}, x \in S_X, \text{Re } y^*(y_0) > 1 - \delta, \text{Re } x_0^*(x) > 1 - \delta\}$$

$$\sup\{n(Y, y_0)\|Tx\|: x \in S_X, \text{Re } x_0^*(x) > 1 - \delta\} \geq n(Y, y_0) n(X^*, x_0^*),$$

which gives the desired inequality $n_G(X, Y) \geq n(X^*, x_0^*) n(Y, y_0)$.

To finish the section, we would like to present some results which allow to control the numerical index with respect to operators in terms of the numerical radius of the operators on the domain space or on the range space, which we will profusely use in section 4. They all follow from this easy key lemma.

**Lemma 3.7.** Let $X, Y$ be Banach spaces and let $G \in L(X, Y)$ with $\|G\| = 1$. Then,

(a) $v_G(G \circ T) \leq v(T)$ for every $T \in L(X)$,

(b) $v_G(G \circ T) \leq v(T)$ for every $T \in L(Y)$.

**Proof.** Both statements are consequences of Lemma 2.4 considering the operator $L(X) \rightarrow L(X, Y)$ given by $T \mapsto G \circ T$ for (a), and the operator $L(Y) \rightarrow L(X, Y)$ given by $T \mapsto T \circ G$ for (b).

As a consequence of this result, we have the following chain of inequalities:

$$v_G(X, Y) \leq \inf\left\{ \frac{v(T)}{\|G \circ T\|} : T \in L(X), G \circ T \neq 0 \right\}$$

$$\leq \sup_{\varepsilon > 0} \inf\{v(T) : T \in L(X), \|G \circ T\| > 1 - \varepsilon\}$$
and, analogously,
\[ n_G(X,Y) \leq \inf \left\{ \frac{v(T)}{\|T \circ G\|} : T \in \mathcal{L}(Y), T \circ G \neq 0 \right\} \]
\[ \leq \sup_{\varepsilon > 0} \inf \{ v(T) : T \in \mathcal{L}(Y), \|T \circ G\| > 1 - \varepsilon \}. \]

These inequalities immediately imply the following result.

**Lemma 3.8.** Let \( X, Y \) be Banach spaces, \( G \in \mathcal{L}(X,Y) \) with \( \|G\| = 1 \), and \( 0 \leq \alpha \leq 1 \). Then, \( n_G(X,Y) \leq \alpha \) provided one of the following statements is satisfied:

(a) For every \( \varepsilon > 0 \) there exists \( T_\varepsilon \in \mathcal{L}(X) \) such that \( v(T_\varepsilon) \leq \alpha \) and \( \|G \circ T_\varepsilon\| > 1 - \varepsilon \);

(b) For every \( \varepsilon > 0 \) there exists \( S_\varepsilon \in \mathcal{L}(Y) \) such that \( v(S_\varepsilon) \leq \alpha \) and \( \|S_\varepsilon \circ G\| > 1 - \varepsilon \).

The previous result gives some important consequences.

**Proposition 3.9.** Let \( X, Y \) be Banach spaces and let \( 0 \leq \alpha \leq 1 \).

(a) Let \( A(\alpha) = \{ T \in \mathcal{L}(X) : \|T\| = 1, v(T) \leq \alpha \} \). If
\[ B_X = \overline{\text{conv}} \bigcup_{T \in A(\alpha)} T(B_X), \]
then \( n_G(X,Y) \leq \alpha \) for every norm-one operator \( G \in \mathcal{L}(X,Y) \).

(b) Let \( B(\alpha) = \{ T \in \mathcal{L}(Y) : \|T\| = 1, v(T) \leq \alpha \} \). If for every \( \varepsilon > 0 \), the set
\[ \bigcup_{T \in B(\alpha)} \{ y \in S_Y : \|Ty\| > 1 - \varepsilon \} \]
is dense in \( S_Y \), then \( n_G(X,Y) \leq \alpha \) for every norm-one operator \( G \in \mathcal{L}(X,Y) \).

(c) In particular, if there exists a surjective isometry \( T \in \mathcal{L}(X) \) with \( v(T) \leq \alpha \) or there exists a surjective isometry \( S \in \mathcal{L}(Y) \) with \( v(S) \leq \alpha \), then \( n_G(X,Y) \leq \alpha \) for every norm-one operator \( G \in \mathcal{L}(X,Y) \).

**Proof.** Fix \( G \in \mathcal{L}(X,Y) \) with \( \|G\| = 1 \).

(a). For every \( \varepsilon > 0 \), we may use the hypothesis to find \( T_\varepsilon \in \mathcal{L}(X) \) with \( \|T_\varepsilon\| = 1 \) and \( v(T_\varepsilon) \leq \alpha \) such that \( \|G(T_\varepsilon(x))\| > 1 - \varepsilon \) for some \( x \in B_X \). Therefore, \( \|G \circ T_\varepsilon\| > 1 - \varepsilon \) and Lemma 3.8 gives the result.

(b). For every \( \varepsilon > 0 \), we take \( x \in S_X \) such that \( \|Gx\| > 1 - \varepsilon/3 \). Now, we may use the hypothesis to find \( S_\varepsilon \in \mathcal{L}(Y) \) with \( \|S_\varepsilon\| = 1 \) and \( v(S_\varepsilon) \leq \alpha \), and \( y \in S_Y \) such that \( \|S_\varepsilon y\| > 1 - \varepsilon/3 \) and \( \|y - Gx\|/\|Gx\| < \varepsilon/3 \). Now, \( \|y - Gx\| < 2\varepsilon/3 \), and so
\[ \|S_\varepsilon(Gx)\| > \|S_\varepsilon y\| - \|S_\varepsilon(y - Gx)\| > 1 - \varepsilon/3 - 2\varepsilon/3 = 1 - \varepsilon. \]
It follows that \( \|S_\varepsilon \circ G\| > 1 - \varepsilon \) and Lemma 3.8 gives the result.

Finally, item (c) clearly follows from (a) and (b).

For the special case of \( \alpha = 0 \), the above result can be improved as we do not have to pay attention to the norm of the operators.

**Proposition 3.10.** Let \( X, Y \) be Banach spaces.

(a) Let \( G \in \mathcal{L}(X,Y) \) with \( \|G\| = 1 \).

(a.1) If there exists \( T \in \mathcal{L}(X) \) with \( v(T) = 0 \) and \( G \circ T \neq 0 \), then \( n_G(X,Y) = 0 \).

(a.2) If there exists \( T \in \mathcal{L}(Y) \) with \( v(T) = 0 \) and \( T \circ G \neq 0 \), then \( n_G(X,Y) = 0 \).

(b) \( \bigcap_{T \in \mathcal{L}(Y), v(T) = 0} \ker T = \{0\} \)

then \( n_G(X,Y) = 0 \) for every norm-one operator \( G \in \mathcal{L}(X,Y) \).
(c) If
\[
\bigcup_{T \in \mathcal{L}(X), v(T) = 0} T(X)
\]
is dense in $X$, then $n_G(X, Y) = 0$ for every norm-one operator $G \in \mathcal{L}(X, Y)$.

We emphasize the next immediate consequence of the previous result which will be useful in the sequel.

**Corollary 3.11.** Let $W$ be a Banach space such that there is an onto isometry $J \in \mathcal{L}(W)$ with $v(J) = 0$. Then

(a) $n_G(X, W) = 0$ for every Banach space $X$ and every norm-one operator $G \in \mathcal{L}(X, W)$.

(b) $n_G(W, Y) = 0$ for every Banach space $Y$ and every norm-one operator $G \in \mathcal{L}(W, Y)$.

4. **Set of values of the numerical indices with respect to all operators between two given Banach spaces**

We start by showing some general results which can be deduced from the tools implemented in the previous sections. The first result shows that $0$ is always a possible value of the numerical index with respect to operators (unless we are in the trivial case of both spaces being one-dimensional). It is a direct consequence of Proposition 2.7.

**Proposition 4.1.** Let $X, Y$ be Banach spaces. If $\dim(X) \geq 2$ or $\dim(Y) \geq 2$, then $0 \in \mathcal{N}(\mathcal{L}(X, Y))$.

The result above is actually an equivalence, as the following result is immediate.

**Example 4.2.** $\mathcal{N}(\mathcal{L}(K, K)) = \{1\}$.

Next, we particularize Proposition 2.11 to the case of spaces of operators.

**Proposition 4.3.** Let $X, Y$ be finite-dimensional real Banach spaces. Then, the set of those norm-one $G \in \mathcal{L}(X, Y)$ with $n_G(X, Y) > 0$ is countable. In particular, $\mathcal{N}(\mathcal{L}(X, Y))$ is countable.

Our next result shows that all values of the numerical index are valid for operators between Banach spaces. In the real case, this is clear as the numerical indices of all two-dimensional norms do the job (and they are the numerical index with respect to the corresponding identities). But in the complex case, the values of the numerical indices with respect to the identity are not enough (as they are always greater than or equal to $1/e$, see [9, Corollary 2.1.19], for instance).

A first simple way of getting arbitrary values of the numerical indices with respect to operators is given in the following result which follows immediately from Proposition 2.8.

**Example 4.4.** For every subset $A \subseteq [0, 1]$ containing $0$, there is a Banach space $X$ such that $\mathcal{N}(\mathcal{L}(X, K)) = A$. Indeed, just consider as $X$ the predual of the space $Z$ provided in Proposition 2.8 (which is a dual Banach space as it is the $\ell_1$-sum of finite-dimensional spaces).

Let us also observe that if $X$ is a Banach space of dimension at least two whose dual space is smooth, it follows from Lemma 2.3 that $\mathcal{N}(\mathcal{L}(X, K)) = \{0\}$. This result contrasts with the already cited fact that $n(X) \geq 1/e$ for every complex Banach space $X$, so $\mathcal{N}(\mathcal{L}(X, X))$ cannot reduce to 0 when $X$ is a complex Banach space. Therefore, it looks more interesting to perform the study of the set of values of the numerical indices with respect to all operators from a Banach space to itself, that is, the set

$$\{n_G(X, X) : X \text{ (real or complex) Banach space, } G \in \mathcal{L}(X), \|G\| = 1\}.$$  

In the real case it is immediate that this set covers $[0, 1]$, just using identity operators [16, Theorem 3.6]. In the complex case, using identity operators one can only cover the interval $[1/e, 1]$. The result will be stated in Example 6.5. Even more, we will show that there are Banach spaces $X$ such that $\mathcal{N}(\mathcal{L}(X)) = [0, 1]$, both in the real and in the complex case, see Theorem 6.4.
For real Banach spaces, the Banach space numerical index may be zero, so there is no obstacle for the set $N(L(X))$ to be equal to $\{0\}$. We are going to prove that this happens when $X$ is a real Hilbert space of dimension greater than one. Actually, we show that zero is the only possible value of the numerical index with respect to operators, when either the domain space or the range space is a real Hilbert space of dimension at least two.

**Theorem 4.5.** Let $H$ be a real Hilbert space of dimension at least two. Then

$$N(L(X, H)) = N(L(H, Y)) = \{0\}$$

for all real Banach spaces $X$ and $Y$. In particular, $N(L(H)) = \{0\}$.

**Proof.** Observe that for every pair of points $x, y \in S_H$ with $\langle x, y \rangle = 0$, the operator $T(z) = \langle z, x \rangle y - \langle z, y \rangle x$ for $z \in H$ satisfies that $v(T) = 0$. So, it is clear that

$$\bigcup_{T \in L(H), v(T) = 0} T(H) \text{ is dense in } H \quad \text{and} \quad \bigcap_{T \in L(H), v(T) = 0} \ker(T) = \{0\}.$$ 

Now, both assertions are immediate consequences of Proposition 3.10. □

For every complex Banach space $W$, its underlying real Banach space $W_\mathbb{R}$ also has trivial set of values of the numerical indices with respect to operators. This is an immediate consequence of Corollary 3.11 as the multiplication by $i$ is an onto isometry which has numerical radius zero when viewed in $L(W_\mathbb{R})$.

**Proposition 4.6.** Let $W_\mathbb{R}$ the real Banach space underlying a complex Banach space $W$. Then

$$N(L(X, W_\mathbb{R})) = N(L(W_\mathbb{R}, Y)) = \{0\}$$

for all real Banach spaces $X$ and $Y$. In particular, $N(L(W_\mathbb{R})) = \{0\}$.

Other kind of spaces having trivial set of values of the numerical indices with respect to operators are $L(H)$ and also $K(H)$, the space of compact linear operators from $H$ to $H$.

**Theorem 4.7.** Let $H$ be a real Hilbert space of dimension at least two. Then

$$N(L(X, L(H))) = N(L(X, K(H))) = \{0\}$$

for every Banach space $X$. In particular,

$$N(L(L(H))) = N(L(K(H))) = \{0\}.$$ 

Moreover, if $H$ is infinite-dimensional or has even dimension, then

$$N(L(L(H), Y)) = N(L(K(H), Y)) = \{0\}$$

for every Banach space $Y$.

**Proof.** Let us start with the case of $L(H)$. For $J \in S_{L(H)}$ we define the operator $\Phi_J : L(H) \rightarrow L(H)$ by $\Phi_J(T) = J \circ T$ for every $T \in L(H)$. It is immediate that $\|\Phi_J\| = \|J\| = 1$ and that $\Phi_{Id_H} = Id_{L(H)}$. Therefore, by Lemma 2.4.b, it follows that

$$v(\Phi_J) = v(L(L(H)), Id_{L(H)}, \Phi_J) = v(L(L(H), Id_H, J) = v(J).$$

Let us write

$$B = \{\Phi_J : J \in L(H), \|J\| = 1, v(J) = 0\}$$

and observe that the result will follow from Proposition 3.10.b if we show that

$$\bigcap_{\Phi \in B} \ker \Phi = \{0\}.$$ 

To do so, fixed $T_0 \in S_{L(H)}$, let $x \in S_H$ be such that $\|T_0 x\| > \frac{1}{2}$. Now, define $e_1 = \frac{T_0 x}{\|T_0 x\|}$ and take $e_2 \in S_H$ satisfying $\langle e_1, e_2 \rangle = 0$. We define the operator $J \in L(H)$ given by $Jh = (h, e_2)e_1 - (h, e_1)e_2$ for $h \in H$, which satisfies $\|J\| = 1$ and $v(J) = 0$, so $\Phi_J \in B$. Besides, we can write

$$\|\Phi_J(T_0)\| = \|J \circ T_0\| \geq \|J(T_0 x)\| = \| - \|T_0 x\| e_2\| = \|T_0 x\| > \frac{1}{2}.$$
Therefore, $T_0 \notin \ker \Phi$ and thus $\bigcap_{\Phi \in \mathcal{G}} \ker \Phi = \{0\}$, which finishes the proof for $\mathcal{L}(H)$. For $\mathcal{K}(H)$, it suffices to observe that the same argument is valid since $\Phi J(\mathcal{K}(H)) \subseteq \mathcal{K}(H)$ and we may repeat the argument considering $\Phi J : \mathcal{K}(H) \rightarrow \mathcal{K}(H)$ and getting that

$$v(\Phi J) = v(\mathcal{L}(\mathcal{K}(H))), \text{Id}_{\mathcal{K}(H)}, \Phi J = v(\mathcal{L}(H), \text{Id}_H), J = v(J).$$

The rest of the proof is identical.

To prove the moreover part, observe that when $H$ is infinite-dimensional or has even dimension, then there is an onto isometry $J \in \mathcal{L}(H)$ with $v(J) = 0$. Indeed, in this case we may write $H = \bigoplus_{\lambda \in \Lambda} \ell_2^2$ for suitable index set $\Lambda$ and, defining $A \in \mathcal{L}(\ell_2^2)$ by $A(x, y) = (y, -x)$, the surjective isometry with numerical index zero is given by

$$J[(x_\lambda)_{\lambda \in \Lambda}] = (Ax_\lambda)_{\lambda \in \Lambda} = ((x_\lambda)_{\lambda \in \Lambda} \in H).$$

Now, the operator $\Phi J$ is an onto isometry on $\mathcal{L}(H)$ or $\mathcal{K}(H)$ ($\Phi J^{-1}$ is clearly the inverse of $\Phi J$) satisfying that $v(\Phi J) = 0$. Then, Corollary 3.11 gives the result. □

When $H$ has odd dimension, we do not know if the equality $n_G(\mathcal{L}(H), Y) = 0$ holds for every Banach space $Y$ and every operator $G \in \mathcal{L}(\mathcal{L}(H), Y)$.

Another result of the same kind tells us that there are many other spaces of operators having trivial set of values of the numerical indices with respect to an operator.

**Proposition 4.8.** Let $W_1, \ldots, W_n$ be real Banach spaces, let $E$ be $\mathbb{R}^n$ endowed with an absolute norm, and let $W = [W_1 \oplus \cdots \oplus W_n]_E$. Then, the following statements hold:

(a) If $S_E$ is smooth at points whose first coordinate is zero and $\bigcap \{\ker(S_1) : S_1 \in \mathcal{L}(W_1), v(S_1) = 0\} = \{0\}$, then $N(\mathcal{L}(X, W)) = \{0\}$ for every Banach space $X$.

(b) If $S_E$ is rotund in the direction of the first coordinate, that is, $S_E$ does not contain line segments parallel to $(1, 0, \ldots, 0)$, and $\bigcup \{S_1(W_1) : S_1 \in \mathcal{L}(W_1), v(S_1) = 0\}$ is dense in $W_1$, then $N(\mathcal{L}(W, Y)) = \{0\}$ for every Banach space $Y$.

Consequently, if (a) or (b) holds, $N(\mathcal{L}(W)) = \{0\}$.

**Proof.** (a). Given a Banach space $X$, a norm-one operator $G \in \mathcal{L}(X, W)$ can be seen as $G = (G_1, \ldots, G_n)$ where $G_k \in \mathcal{L}(X, W_k)$ for $k = 1, \ldots, n$. We claim that $n_G(X, W) = 0$ if $G_1 \neq 0$. Indeed, let $P_1 \in \mathcal{L}(W, W_1)$ denote the natural projection on $W_1$ and let $I_1 \in \mathcal{L}(W_1, W)$ be the natural inclusion, so $G_1 = P_1 \circ G$. Observe now that for every $S_1 \in \mathcal{L}(W_1)$ with $v(S_1) = 0$, the operator $S \in \mathcal{L}(W)$ given by $S = I_1 \circ S_1 \circ P_1$ clearly satisfies $\|S\| = \|S_1\|$ and $v(S) = 0$. Since

$$P_1 \circ G \neq 0 \quad \text{and} \quad \bigcap_{S_1 \in \mathcal{L}(W_1), \ v(S_1) = 0} \ker(S_1) = \{0\},$$

we can find $S_1 \in \mathcal{L}(W_1)$ with $v(S_1) = 0$ such that $S_1 \circ P_1 \circ G \neq 0$ and so $I_1 \circ S_1 \circ P_1 \circ G \neq 0$. As $v(I_1 \circ S_1 \circ P_1) = 0$, we get $n_G(X, W) = 0$ from (a,2) of Proposition 3.10. Therefore, we may and do assume from now on that $G_1 = 0$. Next we fix $w_0 \in S_{W_1}$ and $x^* \in S_{X^*}$, we consider the norm-one operator $T = x^* \oplus (w_0, 0, \ldots, 0) \in \mathcal{L}(X, W)$, and we shall prove that $v_G(T) = 0$. To this end, as

$$v_G(T) = \inf_{\delta > 0} \sup_k \{|w^*(Tx)| : w^* \in S_{W^*}, x \in S_{X}, \ Re \cdot w^*(Gx) > 1 - \delta\}$$

for every $k \in \mathbb{N}$ we can take $w_k^* = (w_{k,1}^*, \ldots, w_{k,n}^*) \in S_{W^*}$ and $x_k \in S_X$ satisfying

$$\lim_k \text{Re} \cdot w_k^*(Gx_k) = 1 \quad \text{and} \quad \lim_k |w_k^*(Tx_k)| = v_G(T).$$

For each $k \in \mathbb{N}$ define

$$e_k^* = (\|w_{k,1}^*\|, \ldots, \|w_{k,n}^*\|) \in S_{E^*} \quad \text{and} \quad e_k = (\|G_1 x_k\|, \ldots, \|G_n x_k\|) \in B_{E}$$
which satisfy $1 = \lim_k \Re w_k^\ast(Gx_k) \leq \lim_k \langle e_k^\ast, e_k \rangle \leq 1$, and thus $\lim_k \langle e_k^\ast, e_k \rangle = 1$. Now, by passing to a subsequence, we may find $y^* = (y^*_1, \ldots, y^*_n) \in S_{E^*}$ and $y = (y_1, \ldots, y_n) \in S_E$ such that $\lim_{k \to \infty} e_k = y^*$ and $\lim_{k \to \infty} e_k = y$. Then it follows that
\[
(y^*, y) = \lim \langle e_k^\ast, e_k \rangle = 1
\]
and $y^*$ is a supporting functional of $y$. Moreover, we have that $y_1 = 0$ as the first coordinate of $e_k$ is equal to $\|G_1x_k\| = 0$ for every $k$, so
\[
1 = \langle y^*, y \rangle = \sum_{j=1}^{n} y^*_j(y_j) = \sum_{j=2}^{n} y^*_j(y_j)
\]
and the element $\tilde{y}^* = (0, y^*_2, \ldots, y^*_n) \in B_{E^*}$ is also a supporting functional of $y$. Therefore, we get that $\tilde{y}^* = y^*$ by the smoothness of $S_E$ at point $y$ and so $y_1^* = 0$. Finally, we can write
\[
\begin{align*}
\|v_G(T)\| &= \|w_k^\ast(Tx_k)\| = \|w_k^\ast(w_0, 0, \ldots, 0)\| \|x^\ast(x_k)\| \\
&\leq \lim_k \|w_k^\ast, 1\| \|w_0\| \leq \lim_k \|w_k^\ast, 1\| = y_1^* = 0
\end{align*}
\]
which gives $v_G(T) = 0$ and finishes the proof of (1).

To prove (b) we start observing that we can suppose that $G \circ I \circ S_1 \circ P_1 = 0$ for every $S_1 \in \mathcal{L}(W_1)$ with $v(S_1) = 0$. Indeed, if there is $S_1 \in \mathcal{L}(W_1)$ with $v(S_1) = 0$ such that $G \circ I \circ S_1 \circ P_1 \neq 0$, then $S = I \circ S_1 \circ P_1$ satisfies $v(S) = 0$ and $G \circ S \neq 0$. So Proposition 3.10 gives $n_G(W, Y) = 0$. Then, we have $G \circ I \circ S_1 \circ P_1 = 0$ for every $S_1 \in \mathcal{L}(W_1)$ with $v(S_1) = 0$. This, together with the fact that the set
\[
\bigcup_{S_1 \in \mathcal{L}(W_1), v(S_1) = 0} S_1(W_1)
\]
is dense in $W_1$, implies that $G \circ I = 0$. Next, we fix $y_0 \in S_Y$, $w_0^\ast \in S_{W^*}$, we define $w^* = (w_0^\ast, 0, \ldots, 0) \in S_{W^*}$, and the rank-one operator $T = w^* \otimes y_0 \in S_{(W,Y)}$, and we shall prove that $v_G(T) = 0$. To do so, since
\[
v_G(T) = \inf_{\delta > 0} \{ |y^*|^2 |w| : y^* \in S_{Y^*}, w \in S_W, \Re y^* (Gw) > 1 - \delta \}
\]
for every $k \in \mathbb{N}$ we can take $w_k = (w_{k,1}, \ldots, w_{k,n}) \in S_W$ and $y_k^* \in S_{Y^*}$ satisfying
\[
\lim_k \Re y_k^* (Gw_k) = 1 \quad \text{and} \quad \lim_k |y_k^*|^2 |w_k| = v_G(T).
\]
By passing to a subsequence, we may and do assume that $(\|w_{k,j}\|)_{k}$ is convergent for every $j = 1, \ldots, n$. So, using that the norm in $E$ is absolute, we can define elements
\[
e^+ = \left( \lim_k \|w_{k,1}\|, \lim_k \|w_{k,2}\|, \ldots, \lim_k \|w_{k,n}\| \right) \quad \text{and} \quad \ne^- = \left( -\lim_k \|w_{k,1}\|, \lim_k \|w_{k,2}\|, \ldots, \lim_k \|w_{k,n}\| \right)
\]
and
\[
\tilde{e} = \left( 0, \lim_k \|w_{k,2}\|, \ldots, \lim_k \|w_{k,n}\| \right) = \frac{1}{2} (\ne^+ + \ne^-)
\]
which clearly satisfy $\|\tilde{e}\| \leq \|\ne^+\| = \|\ne^-\| \leq 1$. Using now that $G \circ I = 0$ we can estimate as follows
\[
1 = \lim_k \Re y_k^* (Gw_k) = \lim_k \Re y_k^* (G(0, w_{k,2}, \ldots, w_{k,n}))
\]
\[
\leq \lim_k \| (0, w_{k,2}, \ldots, w_{k,n}) \| \leq \lim_k \| (0, \|w_{k,2}\|, \ldots, \|w_{k,n}\|) \|_E = \| \tilde{e} \| \leq 1
\]
which gives $\tilde{e} \in S_E$ and thus $\ne^+ \in S_{E^*}$. So, we deduce that $\lim_k \|w_{k,1}\| = 0$ since $S_E$ is rotund in the direction of the first coordinate. To finish the proof, observe that
\[
v_G(T) = \lim_k |y_k^*|^2 |w_k| = \lim_k |y_k^* (y_0)| \|w^*(w_k)\| \leq \lim_k \|w_0^\ast\| \|w_{k,1}\| = 0.
\]
Therefore, we get $v_G(T) = 0$ and $n_G(W, Y) = 0$.

**Remark 4.9.** The smoothness and rotundity hypotheses in Proposition 4.8 cannot be omitted. Indeed, on the one hand, the rank-one operator $G \in \mathcal{L}(l_2^1 \oplus \infty \mathbb{R}, \mathbb{R})$ given by $G = (0, 0, 1) \oplus I$ is a spear operator by Proposition 3.6 as $I$ is a spear vector in $\mathbb{R}$ and $(0, 0, 1)$ is a spear vector in $(l_2^1 \oplus \infty \mathbb{R})^* = l_2^1 \oplus \mathbb{R}$. Thus, the assumption of smoothness in item (a) of Proposition 4.8 is essential. On the other hand, the operator
Let \( G^* \in \mathcal{L}(\mathbb{R}, \ell_2^2 \oplus \mathbb{R}) \) is also a spear operator by the same argument, showing that we cannot omit the rotundity in item (b) of Proposition 4.8.

The next example is even more surprising.

**Example 4.10.** There exists a Banach space \( X \) with \( n(X) = 0 \) such that there is a spear operator \( G \in \mathcal{L}(X) \). Indeed, consider \( X = (\ell_2^2 \oplus \infty) \oplus_1 \mathbb{R} \), which clearly satisfies \( n(X) = 0 \), and \( G \in \mathcal{L}(\ell_2^2 \oplus \infty) \oplus_1 \mathbb{R} \) given by \( G = (0,0,0,1) \odot (0,0,0,1) \), which is a spear operator by Proposition 3.6.

Our next result estimates the numerical indices with respect to operators whose domain or range is an \( \ell_p \)-space.

**Proposition 4.11.** Let \( 1 < p < \infty \), \( 1 < q < \infty \) with \( \frac{1}{p} + \frac{1}{q} = 1 \), let \( M_p = \sup_{t \in [0,1]} \frac{|t^{p-1} - t|}{1 + t^p} \), and let \( \Gamma \) be either an infinite set or a finite set with an even number of elements. Then, in the real case,

\[
\mathcal{N}(\mathcal{L}(X, \ell_p(\Gamma))) \subseteq [0, M_p] \quad \text{and} \quad \mathcal{N}(\mathcal{L}(\ell_p(\Gamma), Y)) \subseteq [0, M_p]
\]

for all Banach spaces \( X \) and \( Y \).

**Proof.** The argument is very similar to the one given at the end of the proof of Theorem 4.7. By the assumption on the set \( \Gamma \) we may write \( \ell_p(\Gamma) = \left[ \oplus_{\lambda \in \Lambda} \ell_p^2 \right]_{\lambda \in \Lambda} \) for suitable index set \( \Lambda \) and, defining \( A \in \mathcal{L}(\ell_2^2) \) by \( A(x,y) = (y,-x) \), then the operator given by

\[
J \left[ (x_{\lambda})_{\lambda \in \Lambda} \right] = (Ax_{\lambda})_{\lambda \in \Lambda} \quad (x_{\lambda})_{\lambda \in \Lambda} \in \ell_p(\Gamma)
\]

is a surjective isometry. As \( v(A) = M_p \) (see the comments after [27, Theorem 1]), we get that \( v(J) \leq M_p \). Now, Corollary 3.11 gives the result. \( \square \)

We now pass to study some results for complex spaces. As a first result, we may calculate the set of values of the numerical indices with respect to operators between two Hilbert spaces.

**Proposition 4.12.** Let \( H_1, H_2 \) be complex Hilbert spaces with dimension greater than one. Then, we have that \( \mathcal{N}(\mathcal{L}(H_1, H_2)) = \{0, 1/2\} \) if \( H_1 \) and \( H_2 \) are isometrically isomorphic and \( \mathcal{N}(\mathcal{L}(H_1, H_2)) = \{0\} \) in other case.

**Proof.** Observe that \( \mathcal{L}(H_1, H_2) \) is a \( JB^* \)-triple (see [9, §2.2.27, §4.1.39] for the definition) under the triple product

\[
\{xyz\} = \frac{1}{2} (xy^*z + zy^*x) \quad (x,y,z \in \mathcal{L}(H_1, H_2)),
\]

as it is a closed subtiple of the \( C^* \)-algebra \( \mathcal{L}(H_1 \oplus H_2) \) (we may use [9, Facts 4.1.40 and 4.1.41]). Now, as \( \mathcal{L}(H_1, H_2) \) is not abelian since \( \dim(H_1) \geq 2 \) and \( \dim(H_2) \geq 2 \), see [9, §4.1.47], it follows from [9, Theorem 4.2.24] that \( n_G(H_1, H_2) \) is equal to 0 or 1/2 for every norm-one operator \( G \in \mathcal{L}(H_1, H_2) \).

Next, we take into account that, by [9, Theorem 4.2.24], \( J = \mathcal{L}(H_1, H_2) \) contains a geometrically unitary element if and only if \( J \) contains a unitary element as Jordan \( \ast \)-triple, that is, if there is \( U \in J \) such that \( \{UUT\} = T \) for every \( T \in J \) (see [9, Definition 4.1.53]). It is known to experts that this implies that \( H_1 \) and \( H_2 \) are isometrically isomorphic, but we may give an easy argument. Taking into account the formula of the product in \( J \), we get that

\[
UU^*T + TU^*U = 2T
\]

for every \( T \in \mathcal{L}(H_1, H_2) \). Just considering rank-one operators \( T \in \mathcal{L}(H_1, H_2) \), it readily follows that

\[
UU^* = \text{Id}_{H_2} \quad \text{and} \quad U^*U = \text{Id}_{H_1},
\]

giving the desired result. \( \square \)

Following an argument similar to the one given in Theorem 4.5, we can establish the next result.
Proposition 4.13. Let $H$ be a complex Hilbert space with $\dim(H) \geq 2$. Then,
\[ \mathcal{N}(\mathcal{L}(X, H)) \subseteq [0, 1/2] \quad \text{and} \quad \mathcal{N}(\mathcal{L}(H, Y)) \subseteq [0, 1/2] \]
for all complex Banach spaces $X$ and $Y$.

Proof. For each $u \in S_H$, let $v \in S_H$ with $\langle u, v \rangle = 0$ we have that the operator
\[ T : H \rightarrow H, \quad T(x) = \langle x, v \rangle u \]
satisfies $v(T) \leq 1/2$. An application of Proposition 3.9 gives the result. \hfill \blacksquare

Our next aim is to study the set $\mathcal{N}(\mathcal{L}(C(K_1), C(K_2)))$, where $K_1$ and $K_2$ are compact Hausdorff topological spaces. Recall that, by Lemma 3.1, if $n_G(C(K_1), C(K_2)) > 0$ for some $G \in \mathcal{L}(C(K_1), C(K_2))$, then $G$ is an extreme operator. There is a well studied special kind of extreme operators between $C(K)$ spaces, the nice operators. A norm-one operator $G \in \mathcal{L}(C(K_1), C(K_2))$ is said to be nice if
\[ G^*(\delta_t) \in \mathbb{T}\{\delta_s : s \in K_1\} \]
for every $t \in K_2$ (that is, $G^*$ carries extreme points of $B_{C(K_1)^*}$ to extreme points of $B_{C(K_2)}$). It is immediate that nice operators are extreme, but the converse result is not always true (see Remark 4.16 below). We claim that a nice operator $G$ satisfies that $n_G((C(K_1), C(K_2)) = 1$. Indeed, this is easy to show by hand using the properties of the $\delta$-functions in the dual of a $C(K)$ space, but also follows directly from [26, Proposition 4.2] and [26, Example 2.12.a]. Therefore, if for a pair of compact Hausdorff topological spaces $(K_1, K_2)$ it is known that every extreme operator in $\mathcal{L}(C(K_1), C(K_2))$ is nice, then the only possible values of the numerical index of operators in $\mathcal{L}(C(K_1), C(K_2))$ is 0 or 1. This idea leads to a couple of results, one for the real case and another one for the complex case.

Theorem 4.14. Let $K_1$, $K_2$ be compact Hausdorff topological spaces such that at least one of them has more than one point. Then, in the real case, one has
\[ \mathcal{N}(\mathcal{L}(C(K_1), C(K_2))) = \{0, 1\} \]
provided at least one of the following assumptions holds:

1. $K_1$ is metrizable,
2. $K_1$ is Eberlein compact and $K_2$ is metrizable,
3. $K_2$ is extremally disconnected,
4. $K_1$ is scattered.

Proof. First, as at least one of the spaces $C(K_1)$ and $C(K_2)$ has dimension greater than one, Proposition 4.1 gives that $0 \in \mathcal{N}(\mathcal{L}(C(K_1), C(K_2)))$. By considering the rank-one operator $G = \delta_t \otimes 1$, it is immediate that $1 \in \mathcal{N}(\mathcal{L}(C(K_1), C(K_2)))$ by Proposition 3.6. Finally, to get the reverse inclusion, by the comments before the statement of the theorem, we just have to check that under the given conditions, every extreme operator in $\mathcal{L}(C(K_1), C(K_2))$ is actually nice. For (1), this is shown in [5, Theorem 1]; for (2) in [1, Theorem 7]; [47, Theorem 4] gives (3); finally, (4) follows from [47, Theorem 5]. \hfill \blacksquare

For the complex case, we have a similar result.

Theorem 4.15. Let $K_1$, $K_2$ be compact Hausdorff topological spaces such that at least one of them has more than one point. Then, in the complex case, one has
\[ \mathcal{N}(\mathcal{L}(C(K_1), C(K_2))) = \{0, 1\} \]
provided at least one of the following assumptions holds:

1. $K_2$ is extremally disconnected,
2. $K_1$ is metrizable and $K_2$ is basically disconnected (i.e. the closure of every $F_\sigma$-open is open),
3. $K_1$ scattered.
Proof. We just have to follow the lines of the proof of Theorem 4.14, but here we have to provide references for the fact that, in the complex case, every extreme operator in $\mathcal{L}(C(K_1), C(K_2))$ is actually nice under the presented conditions. For (1), this is shown in [47, Theorem 4]; (2) is proved in [17, Theorem 1.4]; finally, (3) follows from [47, Theorem 5]. □

Remark 4.16. There are examples showing that it is not true in general that all extreme operators between spaces of continuous functions are nice [49, 50]. The underlying idea in these examples is to consider for an arbitrary compact Hausdorff space $K$ the canonical inclusion $G$ given by

$$G : C(K) \rightarrow C(B_{C(K)^*}, w^*)$$

which satisfies that

$$G^*(\delta_\mu) = \mu$$

for every $\mu \in B_{C(K)}$ and so, it is not nice. Additional hypothesis on the compact space $K$ (e.g. $K$ perfect in the complex case, see [49, Theorem 2.5]) ensure, however, that $G$ is an extreme point. We do not know whether the numerical index with respect to operators $G$ defined as above has to be always 0 or 1.

Remark 4.17. Let us also comment that, in the real case, examples as the ones in the previous remark cannot be compact: for arbitrary compact Hausdorff topological spaces $K_1$ and $K_2$, every compact extreme operator $G \in \mathcal{L}(C(K_1), C(K_2))$ is nice [40, Theorem 4.5]. Moreover, if $K_2$ is separable, every weakly compact extreme operator $G \in \mathcal{L}(C(K_1), C(K_2))$ is nice [14, Proposition 2.8].

As a consequence of Theorems 4.14 and 4.15, we get the following particular case.

Corollary 4.18. Let $K_1$ be a compact Hausdorff topological space and let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space such that at least one of the spaces $C(K_1)$ or $L_\infty(\mu)$ has dimension at least two. Then,

$$\mathcal{N}(\mathcal{L}(C(K_1), L_\infty(\mu))) = \{0, 1\}$$

in both the real and the complex case.

Indeed, this is just consequence of the fact that every $L_\infty(\mu)$ space can be identified with a $C(K_\mu)$-space where $K_\mu$ is extremally disconnected. With this in mind, the following particular case also holds.

Corollary 4.19. Let $(\Omega_i, \Sigma_i, \mu_i)$ ($i = 1, 2$) be $\sigma$-finite measure spaces such that at least one of the spaces $L_\infty(\mu_i)$, $i = 1, 2$, has dimension at least two. Then,

$$\mathcal{N}(\mathcal{L}(L_\infty(\mu_1), L_\infty(\mu_2))) = \{0, 1\}$$

in both the real and the complex case.

We may get an analogous result for $L_1(\mu)$ spaces.

Corollary 4.20. Let $(\Omega_i, \Sigma_i, \mu_i)$ ($i = 1, 2$) be $\sigma$-finite measure spaces. Then,

$$\mathcal{N}(\mathcal{L}(L_1(\mu_1), L_1(\mu_2))) \subseteq \{0, 1\}$$

in both the real and the complex case.

Proof. Fix a norm-one operator $G \in \mathcal{L}(L_1(\mu_1), L_1(\mu_2))$. If $G$ is not extreme, $n_G(L_1(\mu_1), L_1(\mu_2)) = 0$ by Lemma 3.1. If, otherwise, $G$ is an extreme operator, $G^* \in \mathcal{L}(L_\infty(\mu_2), L_\infty(\mu_1))$ is nice by [48, Corollary 2.4], so $n_G(L_\infty(\mu_2), L_\infty(\mu_1)) = 1$ from the discussion preceding Theorems 4.14 and 4.15. But then, $n_G(L_1(\mu_1), L_1(\mu_2)) = 1$ by Lemma 3.5. This shows that $\mathcal{N}(\mathcal{L}(L_1(\mu_1), L_1(\mu_2))) \subseteq \{0, 1\}$. □

Let us show that the set $\mathcal{N}(\mathcal{L}(L_1(\mu_1), L_1(\mu_2)))$ does not always contain the value 1.

Example 4.21. $\mathcal{N}(\mathcal{L}(\ell_1, L_1[0, 1])) = \{0\}$.

Indeed, by [26, Proposition 3.3] any operator $G \in \mathcal{L}(\ell_1, L_1[0, 1])$ satisfying $n_G(\ell_1, L_1[0, 1]) = 1$ would carry the elements of the basis of $\ell_1$ to spear vectors of $L_1[0, 1]$ and thus, to extreme points of the unit ball of $L_1[0, 1]$ [26, Proposition 2.11.b], so there are no such operators. On the other hand, $0 \notin \mathcal{N}(\mathcal{L}(\ell_1, L_1[0, 1]))$ by Proposition 4.1.
5. Lipschitz numerical range

We would like to deal now with the Lipschitz numerical range introduced in [51, 52] and show that it can be viewed as a particular case of the numerical range with respect to a linear operator. We need some notation. Let $X$, $Y$ be Banach spaces. We denote by Lip$_0(X,Y)$ the set of all Lipschitz maps $F : X \to Y$ such that $F(0) = 0$. This is a Banach space when endowed with the norm

$$
\|F\|_L = \sup \left\{ \frac{\|F(x) - F(y)\|}{\|x - y\|} : x, y \in X, x \neq y \right\}.
$$

Following [51, 52], the Lipschitz numerical range of $F \in$ Lip$_0(X,X)$ is

$$
W_L(F) := \left\{ \frac{\xi^*(F(x) - F(y))}{\|x - y\|} : \xi^* \in S_{X^*}, x, y \in X, x \neq y, \xi^*(x - y) = \|x - y\| \right\},
$$

the Lipschitz numerical radius of $F$ is just $w_L(F) := \sup \{ |\lambda| : \lambda \in W_L(F) \}$, and the Lipschitz numerical index of $X$ is

$$
n_L(X) := \inf \{ w_L(F) : F \in$ Lip$_0(X,X), \|F\|_L = 1 \} = \max \{ k \geq 0 : k\|F\|_L \leq w_L(F) \forall F \in$ Lip$_0(X,X) \}.
$$

We would like to show that the closed convex hull of the Lipschitz numerical range is equal to the numerical range with respect to a linear operator. To do so, we need to recall the concept of Lipschitz free space. First, observe that we can associate to each $F \in$ Lip$_0(X,X)$ an element $\delta_x \in$ Lip$_0(X,K)^*$ which is just the evaluation map $\delta_x(F) = F(x)$ for every $F \in$ Lip$_0(X,K)$. The Lipschitz free space over $X$ is defined as

$$
F(X) := \operatorname{span}$$

It turns out that $F(X)$ is an isometric predual of Lip$_0(X,K)$. Moreover, the map $\delta : x \mapsto \delta_x$ establishes an isometric (non-linear) embedding $X \hookrightarrow F(X)$ since $\|\delta_x - \delta_y\|_{F(X)} = \|x - y\|_X$ for all $x, y \in X$. The name of Lipschitz free space comes from [20], but the concept was studied much earlier and it is also known as the Arens-Ells space of $X$. We refer the reader to the paper [18] and the book [53] for more information and background. The main features of the Lipschitz free space that we are going to use here are contained in the following result which is nowadays considered folklore in the theory of Lipschitz maps and can be found in the cited references [18, 20, 53].

Lemma 5.1. Let $X$, $Y$ be Banach spaces.

(a) For every $F \in$ Lip$_0(X,Y)$ there exists a unique linear operator $T_F : F(X) \to Y$ such that $T_F \circ \delta = F$ and $\|T_F\| = \|F\|_L$. Moreover, Lip$_0(X,Y)$ is isometrically isomorphic to $L(F(X),Y)$. In particular, Lip$_0(X,K) = F(X)^*$.

(b) When the above is applied to $\Id \in$ Lip$_0(X,X)$, we get the operator $G_X : F(X) \to X$ given by

$$
G_X \left( \sum_{x \in X} a_x \delta_x \right) = \sum_{x \in X} a_x x
$$

which has norm one and satisfies that $G_X \circ \delta = \Id_X$.

(c) The set

$$
B_X := \left\{ \frac{\delta_x - \delta_y}{\|x - y\|} : x, y \in X, x \neq y \right\} \subseteq F(X)
$$

is norming for $F(X)^* =$ Lip$_0(X,K)$, i.e. $B_{F(X)} = \operatorname{conv}(B_X)$.

Our result for Lipschitz numerical ranges is the following.

Theorem 5.2. Let $X$ be a Banach space. Then,

$$
\operatorname{conv}(W_L(F)) = V(L(F(X),X),G_X,T_F) = V(\text{Lip}_0(X,X),\Id,F)
$$

for every $F \in$ Lip$_0(X,X)$. 

The result will be consequence of two lemmas. The first one follows directly from Proposition 2.14, as
the set

\[ C = \left\{ x^* \otimes \frac{\delta_x - \delta_y}{\|x-y\|} : x, y \in X, x \neq y, x^* \in S_{X^*} \right\} \subseteq \mathcal{L}(\mathcal{F}(X), X)^* \]

satisfies that \( B_{\mathcal{L}(\mathcal{F}(X), X)^{*}} = \text{conv}^{\oplus}(C) \) by Lemma 5.1.c.

**Lemma 5.3.** Let \( X \) be a Banach space. Then

\[ V(\mathcal{L}(\mathcal{F}(X), X), \mathcal{G}_X, T) = \text{conv} \bigcup_{\delta > 0} \left\{ x^*(T(\delta_x - \delta_y)) : x, y \in X, x \neq y, x^* \in S_{X^*}, \Re \left( x^*(\mathcal{G}_X(\delta_x - \delta_y)) \right) > 1 - \delta \right\} \]

for every \( T \in \mathcal{L}(\mathcal{F}(X), X) \). Equivalently,

\[ V(\text{Lip}_0(X), \text{Id}_X, F) = \text{conv} \bigcup_{\delta > 0} \left\{ x^*(F(x) - F(y)) : x, y \in X, x \neq y, x^* \in S_{X^*}, \Re \left( x^*(x - y) \right) > 1 - \delta \right\} \]

for every \( F \in \text{Lip}_0(X, X) \).

The second needed preliminary result is the following one which follows from the Bishop-Phelps-Bollobás theorem.

**Lemma 5.4.** Let \( X \) be a Banach space. Then

\[ \overline{W}_L(F) = \bigcap_{\delta > 0} \left\{ x^*(F(x) - F(y)) : x, y \in X, x \neq y, x^* \in S_{X^*}, \Re \left( x^*(x - y) \right) > 1 - \delta \right\} \]

for every \( F \in \text{Lip}_0(X, X) \).

**Proof.** The inclusion “\( \subseteq \)” is obvious, so let us prove the reverse one. Fix \( F \in \text{Lip}_0(X, X) \). For every \( \delta > 0 \), write

\[ W_\delta := \left\{ x^*(F(x) - F(y)) : x, y \in X, x \neq y, x^* \in S_{X^*}, \Re \left( x^*(x - y) \right) > 1 - \delta \right\}. \]

It is enough to show that for every \( \varepsilon > 0 \), there is \( \delta > 0 \) such that \( W_\delta \subseteq W_L(F) + \varepsilon B_E \). So let us fix \( 0 < \varepsilon < 1 \) and consider \( \delta > 0 \) such that \( 2\|F\|_L \sqrt{\delta} < \varepsilon \). Given \( x, y \in X \) with \( x \neq y \) and \( x^* \in S_{X^*} \) satisfying

\[ \Re x^* \left( \frac{x - y}{\|x - y\|} \right) > 1 - \delta, \]

we can use the Bishop-Phelps-Bollobás theorem (see [13, Corollary 2.4] for this version) to find \( u \in S_X \), \( 0 < \rho < \sqrt{\delta} \) and \( z^* \in S_{X^*} \) such that

\[ z^* \left( \frac{x - y}{\|x - y\|} + \rho u \right) = \|x - y + \rho u\| = 1 \quad \text{and} \quad \|x^* - z^*\| < \sqrt{\delta}. \]

Write \( x' := x + \rho \|x - y\| u \) and \( y' := y \), and observe that

\[ \|x' - y'\| = \|x - y + \rho \|x - y\| u\| = \|x - y\| \left( \left\| \frac{x - y}{\|x - y\|} + \rho u \right\| \right) = \|x - y\| \]

and so

\[ z^* \left( \frac{x' - y'}{\|x' - y'\|} \right) = z^* \left( \frac{x - y}{\|x - y\|} + \rho u \right) = 1. \]
Therefore, \( \frac{z^*(F(x') - F(y'))}{\|x' - y'\|} \in W_L(F) \). Moreover,
\[
\left\| \frac{z^*(F(x') - F(y')) - z^*(F(x) - F(y))}{\|x - y\|} \right\| \leq \left\| \frac{F(x') - F(y') - F(x) + F(y)}{\|x - y\|} \right\| + \left\| \frac{z^* - x^*}{\|x - y\|} \left( F(x) - F(y) \right) \right\|
\]
\[
\leq \frac{\|F(x') - F(y') - F(x) + F(y)\|}{\|x - y\|} + \|F\|_L \|z^* - x^*\|
\]
\[
< \|F\|_L \frac{x' - x}{\|x - y\|} + \|F\|_L \sqrt{2\delta}
\]
\[
= \|F\|_L (\rho + \sqrt{2\delta}) < 2\|F\|_L \sqrt{2\delta} < \varepsilon.
\]
We have shown that \( \frac{z^*(F(x) - F(y))}{\|x - y\|} \in W_L(F) + \varepsilon B_K \), so \( W_\delta \subseteq W_L(F) + \varepsilon B_K \) as desired.

\[ \square \]

6. Some stability results

We collect in this section some results which show the behaviour of the value of the numerical index when we apply some Banach space operations on the operators. We have divided the section in several subsections.

6.1. Diagonal operators. The next result allows to calculate the numerical index with respect to a diagonal operator between \( c_0 \), \( \ell_1 \) and \( \ell_\infty \)-sums of Banach spaces.

**Proposition 6.1.** Let \( \{X_\lambda \colon \lambda \in \Lambda\} \), \( \{Y_\lambda \colon \lambda \in \Lambda\} \) be two families of Banach spaces and let \( G_\lambda \in \mathcal{L}(X_\lambda, Y_\lambda) \) be a norm-one operator for every \( \lambda \in \Lambda \). Let \( E \) be one of the Banach spaces \( c_0 \), \( \ell_\infty \), or \( \ell_1 \), let \( X = [\bigoplus_{\lambda \in \Lambda} X_\lambda]_E \) and \( Y = [\bigoplus_{\lambda \in \Lambda} Y_\lambda]_E \), and define the operator \( G \colon X \to Y \) by
\[
G(x_\lambda)_{\lambda \in \Lambda} = (G_\lambda x_\lambda)_{\lambda \in \Lambda}
\]
for every \( (x_\lambda)_{\lambda \in \Lambda} \in \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda \right]_E \). Then
\[
n_G(X, Y) = \inf_{\lambda} n_{G_\lambda}(X_\lambda, Y_\lambda).
\]

**Proof.** We follow the lines of [37, Proposition 1]. Fixed \( \kappa \in \Lambda \), we have to show that \( n_G(X, Y) \leq n_{G_\kappa}(X_\kappa, Y_\kappa) \). Observe that calling \( W = [\bigoplus_{\lambda \neq \kappa} X_\lambda]_E \) and \( Z = [\bigoplus_{\lambda \neq \kappa} Y_\lambda]_E \), we can write \( X = X_\kappa \oplus \infty W \) and \( Y = Y_\kappa \oplus \infty Z \) when \( E \) is \( \ell_\infty \) or \( c_0 \) and \( X = X_\kappa \oplus_1 W \) and \( Y = Y_\kappa \oplus_1 Z \) when \( E \) is \( \ell_1 \). Given \( S \in \mathcal{L}(X_\kappa, Y_\kappa) \), define \( T \in \mathcal{L}(X, Y) \) by
\[
T(x_\kappa, w) = (Sx_\kappa, 0) \quad (x_\kappa \in X_\kappa, \ w \in W)
\]
which obviously satisfies \( \|T\| = \|S\| \). We claim that \( v_{G_\delta}(T) = v_{G_\delta}(S) \). Indeed, given \( \delta > 0 \), we may suppose that \( v_{G_\delta}(T) > 0 \). We prove that \( v_{G_\delta}(T) \leq v_{G_\delta}(S) \) where \( \delta = \frac{\delta}{v_{G_\delta}(T)} \). For every \( 0 < \varepsilon < \frac{v_{G_\delta}(T)}{2} \), we may find \( x = (x_\kappa, w) \in S_X \) and \( y^* = (y_{x_\kappa}^*, z^*) \in S_{Y^*} \) such that \( \|y^*(Tx)\| > v_{G_\delta}(T) - \varepsilon > \frac{v_{G_\delta}(T)}{2} \) and
\[
1 - \delta < \text{Re} y^*(Gx) \leq \text{Re} y_{x_\kappa}^*(G_\kappa x_\kappa) + \|z^*\| \|w\|.
\]
Moreover, observe that
\[
\|y_{x_\kappa}^*\| \|x_\kappa\| + \|z^*\| \|w\| \leq \|y^*\| \|x\| = 1,
\]
consequently,
\[
\|y_{x_\kappa}^*\| \|x_\kappa\| + \|z^*\| \|w\| - \delta \leq 1 - \delta < \text{Re} y_{x_\kappa}^*(G_\kappa x_\kappa) + \|z^*\| \|w\|
\]
and so \( \text{Re} y_{x_\kappa}^*(G_\kappa x_\kappa) > \|y_{x_\kappa}^*\| \|x_\kappa\| - \delta \). Since
\[
\frac{v_{G_\delta}(T)}{2} < |y^*(Tx)| = |y_{x_\kappa}^*(Sx_\kappa)| \leq \|y_{x_\kappa}^*\| \|x_\kappa\|,
\]
we deduce that
\[
\text{Re} y_{x_\kappa}^* \left( G_1 \frac{x_\kappa}{\|x_\kappa\|} \right) > 1 - \frac{\delta}{\|y_{x_\kappa}^*\| \|x_\kappa\|} > 1 - \delta.
\]
Then,
\[ v_{G,\delta}(T) - \varepsilon < |y^*(Tx)| = |y^*_\lambda(Sx_\lambda)| \leq \left| \frac{y^*_\lambda}{\|y_\lambda\|} \left( S \frac{x_\lambda}{\|x_\lambda\|} \right) \right| \leq v_{G,\delta}(S), \]
hence \( v_G(T) \leq v_{G,\delta}(S) \).

To prove the reverse inequality, we fix \( \delta > 0 \) and \( x_\lambda \in S_{X_\lambda}, \ y^*_\lambda \in S_{Y^*_\lambda} \) with \( \text{Re} \, y^*_\lambda(Gx_\lambda) > 1 - \delta \), and define \( x = (x_0, 0) \in S_X \) and \( y^* = (y^*_\lambda, 0) \in S_{Y^*} \). We clearly have that
\[ \text{Re} \, y^*(Gx) > 1 - \delta \quad \text{and} \quad |y^*_\lambda(Sx_\lambda)| = |y^*(Tx)| \leq v_{G,\delta}(T). \]
Consequently, \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \) and the claim follows moving \( \delta \downarrow 0 \).

To sum up, we have obtained that given \( S \in \mathcal{L}(X_\lambda, Y_\lambda) \) there is \( T \in \mathcal{L}(X, Y) \) with \( \|T\| = \|S\| \) and \( v_G(T) = v_{G,\delta}(S) \), so it follows that
\[ n_G(X, Y)\|S\| = n_G(X, Y)\|T\| \leq v_G(T) = v_{G,\delta}(S) \]
and the arbitrariness of \( S \in \mathcal{L}(X_\lambda, Y_\lambda) \) gives that \( n_G(X, Y) \leq n_{G,\delta}(X, Y) \).

We prove now the reverse inequalities when \( E = c_0 \) or \( \ell_\infty \). In both cases, an operator \( T \in \mathcal{L}(X, Y) \) can be seen as a family \( (T_\lambda)_{\lambda \in \Lambda} \), where \( T_\lambda \in \mathcal{L}(X, Y_\lambda) \) for every \( \lambda \), and \( \|T\| = \sup \{\|T_\lambda\| : \lambda \in \Lambda\} \). Given \( \varepsilon > 0 \), we may find \( \kappa \in \Lambda \) such that \( \|T_\kappa\| > \|T\| - \varepsilon \), and write \( X = X_\kappa \oplus W \) where \( W = \left[ \bigoplus_{\lambda \neq \kappa} X_\lambda \right]_E \). Since \( B_X \) is the convex hull of \( S_{X_\kappa} \times S_W \), we may find \( x_0 \in S_{X_\kappa} \) and \( w_0 \in S_W \) such that
\[ \|T_\kappa(x_0, w_0)\| > \|T\| - \varepsilon. \]
Now, fix \( x_0^* \in S_{X_\kappa}^* \) with \( x_0^*(x_0) = 1 \) and define the operator \( S \in \mathcal{L}(X_\kappa, Y_\kappa) \) by
\[ Sx = T_\kappa(x_0, 0) + x_0^*(x) T_\kappa(0, w_0) = T_\kappa(x, x_0^*(x)w_0) \quad (x \in X_\kappa) \]
which satisfies
\[ \|S\| \geq \|Sx_0\| = \|T_\kappa(x_0, x_0^*(x)w_0)\| = \|T_\kappa(x_0, w_0)\| > \|T\| - \varepsilon. \]
Given \( \delta > 0 \), we claim that \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \). Indeed, we may find \( u \in S_{X_\kappa} \) and \( v^* \in S_{Y_\kappa}^* \) with \( \text{Re} \, v^*(G_\kappa u) > 1 - \delta \). Now, we write
\[ x = (u, x_0^*(u)w_0) \in S_X, \quad y^* = (v^*, 0) \in S_{Y^*}, \]
which satisfy \( \text{Re} \, y^*(Gx) = \text{Re} \, v^*(G_\kappa u) > 1 - \delta \), hence
\[ |v^*(Su)| = |v^* [T_\kappa(u, x_0^*(u)w_0)]| = |y^*(Tx)| \leq v_{G,\delta}(T). \]
Then, we deduce that \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \). From this, we get that
\[ v_G(T) \geq v_{G,\delta}(S) \geq n_{G,\delta}(X_\kappa, Y_\kappa)\|S\| \geq n_{G,\delta}(X_\kappa, Y_\kappa)\|T\| - \varepsilon. \]
Therefore, it follows that
\[ v_G(T) \geq \inf_{\Lambda} n_{G,\delta}(X_\lambda, Y_\lambda)\|T\| \]
and so \( n_G(X, Y) \geq \inf_{\Lambda} n_{G,\delta}(X_\lambda, Y_\lambda) \) as required.

Suppose now that \( E = \ell_1 \). In this case, we can write every operator \( T \in \mathcal{L}(X, Y) \) as a family \( (T_\lambda)_{\lambda \in \Lambda} \) of operators where \( T_\lambda \in \mathcal{L}(X, Y_\lambda) \) for every \( \lambda \in \Lambda \), and \( \|T\| = \sup \{\|T_\lambda\| : \lambda \in \Lambda\} \). Given \( \varepsilon > 0 \), find \( \kappa \in \Lambda \) such that \( \|T_\kappa\| > \|T\| - \varepsilon \), and write \( X = X_\kappa \oplus W \), \( Y = Y_\kappa \oplus Z \), and \( T_\kappa = (A, B) \) where \( W = \left[ \bigoplus_{\lambda \neq \kappa} X_\lambda \right]_{\ell_1} \), \( Z = \left[ \bigoplus_{\lambda \neq \kappa} Y_\lambda \right]_{\ell_1} \), \( A \in \mathcal{L}(X_\kappa, Y_\kappa) \) and \( B \in \mathcal{L}(X_\kappa, Z) \). Now, we choose \( x_0 \in S_{X_\kappa} \) such that
\[ \|T_\kappa x_0\| = \|Ar_0\| + \|Bz_0\| > \|T\| - \varepsilon, \]
we find \( a_0 \in S_{Y_\kappa} \) and \( z^* \in S_{Z^*} \) satisfying
\[ Ax_0 = \|Ar_0\|a_0 \quad \text{and} \quad z^*(Bx_0) = \|Bx_0\|, \]
and define an operator \( S \in \mathcal{L}(X_\kappa, Y_\kappa) \) by
\[ Sx = Ax + [z^*(Bx)]a_0 \quad (x \in X_\kappa). \]
Then
\[ \|S\| \geq \|Sx_0\| = \left\| Ax_0 + z^*(Bx_0)a_0 \right\| = \|Ax_0\| + \|Bx_0\| > \|T\| - \varepsilon. \]

Given \( \delta > 0 \), we prove that \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \). To do so, fix \( u \in S_{X_\gamma} \) and \( v^* \in S_{Y^*} \) with \( \text{Re} v^*(G_u) > 1 - \delta \), we define
\[ x = (u, x_0^*(u)w_0) \in S_X \quad \text{and} \quad y^* = (v^*, 0) \in S_{Y^*}. \]

Since \( \text{Re} y^*(Gx) = \text{Re} v^*(G_u) > 1 - \delta \), we get that
\[ \|v^*(Su)\| = \|v^*(Au) + v^*(a_0)z^*(Bu)\| = \|y^*(Tx)\| \leq v_{G,\delta}(T) \]
which gives \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \) thanks to the arbitrariness of \( u \) and \( v^* \). Finally, we can write
\[ v_G(T) \geq v_{G,\delta}(S) \geq n_{G,\delta}(X_\gamma, Y_\kappa)\|S\| \geq n_{G,\delta}(X_\gamma, Y_\kappa)\|T\| - \varepsilon \]
and so we deduce that \( v_G(T) \geq \inf_{\lambda} n_{G,\lambda}(X_\gamma, Y_\kappa)\|T\| \), from which the desired inequality \( n_G(X, Y) \geq \inf_{\lambda} n_{G,\lambda}(X_\gamma, Y_\kappa) \) follows.

Let us observe that the first part of the above proof is valid for general absolute sums.

**Proposition 6.2.** Let \( X_1, X_2, Y_1, Y_2 \) be Banach spaces and let \( E \) be \( \mathbb{R}^2 \) endowed with an absolute norm. Given norm-one operators \( G_i \in \mathcal{L}(X_i, Y_i) \) for \( i = 1, 2 \), we define \( G \in \mathcal{L}(X_1 \oplus_E X_2, Y_1 \oplus_E Y_2) \) by
\[ G(x_1, x_2) = (G_1x_1, G_2x_2) \in Y_1 \oplus_E Y_2 \]
for every \( (x_1, x_2) \in X_1 \oplus_E X_2 \). Then,
\[ n_{G}(X_1 \oplus_E X_2, Y_1 \oplus_E Y_2) \leq \min\{n_{G_1}(X_1, Y_1), n_{G_2}(X_2, Y_2)\}. \]

The associativity of \( \ell_p \)-sums allows us to get the following result from the above one.

**Corollary 6.3.** Let \( \{X_\lambda : \lambda \in \Lambda\}, \{Y_\lambda : \lambda \in \Lambda\} \) be two families of Banach spaces, let \( G_\lambda \in \mathcal{L}(X_\lambda, Y_\lambda) \) be a norm-one operator for every \( \lambda \in \Lambda \), let \( 1 < p < \infty \), and let \( X = \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda \right]_{\ell_p} \) and \( Y = \left[ \bigoplus_{\lambda \in \Lambda} Y_\lambda \right]_{\ell_p} \). We define the operator \( G : X \longrightarrow Y \) by
\[ G[(x_\lambda)_{\lambda \in \Lambda}] = (G_\lambda x_\lambda)_{\lambda \in \Lambda} \]
for every \( (x_\lambda)_{\lambda \in \Lambda} \in \left[ \bigoplus_{\lambda \in \Lambda} X_\lambda \right]_{\ell_p} \). Then
\[ n_G(X, Y) \leq \inf_{\lambda} n_{G_\lambda}(X_\lambda, Y_\lambda). \]

The main application of Proposition 6.1 is the following important example.

**Theorem 6.4.** In both the real and the complex case, there exist Banach spaces \( X \) such that 
\[ \mathcal{N}(\mathcal{L}(X)) = [0, 1]. \]

The proof will follow immediately from Proposition 6.1 and the next example.

**Example 6.5.** For every \( \gamma \in [0, 1] \) there is a real or complex Banach space \( Y_\gamma \) such that there exist norm-one operators \( G_{\gamma,1}, G_{\gamma,2} \in \mathcal{L}(Y_\gamma) \) satisfying \( n_{G_{\gamma,1}}(Y_\gamma, Y_\gamma) = \gamma \) and \( n_{G_{\gamma,2}}(Y_\gamma, Y_\gamma) = 1 \).

**Proof.** We start by showing the existence of a real or complex space \( Z_\gamma \) such that there exists a norm-one operator \( G \in \mathcal{L}(Z_\gamma) \) satisfying \( n_G(Z_\gamma, Z_\gamma) = \gamma \). For \( \gamma \in [\frac{1}{2}, 1] \), it is enough to use the fact that the set \( \{n(W) : W \text{ two-dimensional space}\} \) covers the interval \([0, 1]\) in the real case and \([\frac{1}{2}, 1]\) in the complex case [16, Theorems 3.5 and 3.6]. So, for \( \gamma \in [\frac{1}{2}, 1] \) there is a two-dimensional (real or complex) space \( Z \), satisfying \( n(Z_\gamma) = \gamma \) and it suffices to take \( G = \text{Id}_{Z_\gamma} \).

For \( \gamma \in [0, \frac{1}{2}] \), let \( X_\gamma = \mathbb{K}^2 \) endowed with the norm
\[ \|(x_1, x_2)\|_\gamma = \max\{|x_2|, |x_1| + (1 - \gamma)|x_2|\} \quad ((x_1, x_2) \in \mathbb{K}^2), \]
let \( Z = \ell_\infty^2 \), and let \( Z_\gamma = X_\gamma \oplus \infty Z \). Take \( z_0^\delta = (0, 1) \in S_{X_\gamma^*}, z_0 = (1, 1) \in S_{Z}, x_0 = (1, 0) \in S_{X_\gamma}, z_0^\delta = (1, 0) \in S_{Z^*}, \) and define \( J_1 = z_0^\delta \otimes z_0, J_2 = z_0^\delta \otimes x_0, \) and \( G = (J_1, J_2) \). Let us show that \( n_G(Z_\gamma, Z_\gamma) = \gamma \).
Observe first that $X_{\gamma}^*$ is $\mathbb{K}^2$ endowed with the norm
$$\|(x_1^*, x_2^*)\| = \max\{|x_1^*|, |x_2^*|\} \quad ((x_1, x_2) \in \mathbb{K}^2).$$
Since $\|J_1\| = \|J_2\| = 1$ and $z_0 \in Z$, $z_0^* \in Z^*$ are spear vectors, using Proposition 6.1 and Proposition 3.6 we have that
$$n_G(Z_0, Z_0) = \min\{n_{J_1}(X_1, Z), n_{J_2}(Z, X_2)\} = \min\{n(X_1^*, x_0^*)n(Z, x_0^*), n(Z_0^*, z_0^*)n(X_2, x_0)\} = \min\{n(X_1^*, x_0^*), n(X_2, x_0)\}.$$
So it suffices to show that $n(X_1^*, x_0^*) = \gamma$ and $n(X_2, x_0) \geq 1 - \gamma$. To do so, we fix $x^* = (x_1^*, x_2^*) \in S_{X_2}$ and we compute $v(X_1^*, x_0^*, x^*)$. The points $x \in S_X$, satisfying $x_0^*(x) = 1$ are of the form $x = (t\theta, 1)$ with $t \in [0, \gamma]$ and $\theta \in \mathbb{T}$. Thus we have that
$$v(X_1^*, x_0^*, x^*) = \sup\{|\theta x^*_1 + x^*_2|: t \in [0, \gamma], \theta \in \mathbb{T}\} = \gamma|x^*_1| + |x^*_2| \geq \gamma\|x^*\|$$
which implies $n(X_1^*, x_0^*) \geq \gamma$. Finally, for $x^* = (1, 0) \in S_{X_1}$ it is clear that $v(X_1^*, x_0^*, x^*) = \gamma$ and so $n(X_1^*, x_0^*) = \gamma$ as desired.

To prove $n(X_1, x_0) \geq 1 - \gamma$, we fix $x = (x_1, x_2) \in S_{X_2}$ and we estimate $v(X_1, x_0, x)$. The points $x^* \in S_{X_1}$ satisfying $x^*(x_2) = 1$ are of the form $x = (t\theta, 1)$ with $t \in [0, 1 - \gamma]$ and $\theta \in \mathbb{T}$. Thus we have that
$$v(X_1, x_0, x) = \sup\{|x_1 + \theta x_2|: t \in [0, 1 - \gamma], \theta \in \mathbb{T}\} = |x_1| + (1 - \gamma)|x_2| \geq (1 - \gamma)|x|$$
which implies $n(X_1, x_0) \geq 1 - \gamma$. This finishes the proof of the existence of $Z_0$.

Now, for each $\gamma \in [0, 1]$, we take $Y_\gamma = (Z_0 \oplus \mathbb{K} \oplus 1 \mathbb{K}$. On the one hand, define $G_{\gamma, 1} \in \mathcal{L}(Y_\gamma)$ by
$$G_{\gamma, 1}(z, \alpha, \beta) = (Gz, \alpha, \beta) \quad (z \in Z_0, \alpha, \beta \in \mathbb{K})$$
which satisfies $n_{G_{\gamma, 1}}(Y_\gamma, Y_\gamma) = n_G(Z_0, Z_0) = \gamma$ by Proposition 6.1. On the other hand, observe that $Y_\gamma^* = (Z_0^* \oplus \mathbb{K} \oplus 1 \mathbb{K} \oplus \mathbb{K}$, so the elements $y = (0, 0, 1) \in S_{Y_\gamma}$ and $y^* = (0, 1, 1) \in S_{Y_\gamma}$ are spear vectors in $Y_\gamma$ and $Y_\gamma^*$ respectively. Therefore, the norm-one operator $G_{\gamma, 2} = y^* \otimes y \in \mathcal{L}(Y_\gamma)$ satisfies $n_{G_{\gamma, 2}}(Y_\gamma, Y_\gamma) = 1$ by Proposition 3.6.

We are now able to provide with the pending proof.

**Proof of Theorem 6.4.** For each $\gamma \in [0, 1]$, consider the space $Y_\gamma$ given in Example 6.5 and consider the norm-one operators $G_{\gamma, 1}, G_{\gamma, 2} \in \mathcal{L}(Y_\gamma)$ satisfying $n_{G_{\gamma, 1}}(Y_\gamma, Y_\gamma) = \gamma$ and $n_{G_{\gamma, 2}}(Y_\gamma, Y_\gamma) = 1$. Now, let $X = \bigoplus_{\gamma \in [0, 1]} Y_\gamma$, and for every $\xi \in [0, 1]$, consider the norm-one operator $G_\xi \in \mathcal{L}(X)$ to be the diagonal operator given by $G_\xi^2 = G_\xi$ if $\gamma \neq \xi$ and $G_\xi^2 = G_\xi$. By Proposition 6.1, it follows that $n_{G_\xi}(X, X) = \xi$, finishing the proof. \hfill \Box

6.2. Composition operators on vector-valued function spaces. The first result here gives the numerical index with respect to composition operators between spaces of vector-valued continuous functions.

**Proposition 6.6.** Let $X$, $Y$ be Banach spaces, let $K$ be a compact Hausdorff topological space and $G \in \mathcal{L}(X, Y)$ be a norm-one operator. Consider the norm-one composition operator $\tilde{G}: C(K, X) \to C(K, Y)$ given by $\tilde{G}(f) = G \circ f$ for every $f \in C(K, X)$. Then
$$n_{\tilde{G}}(C(K, X), C(K, Y)) = n_G(X, Y).$$

**Proof.** We follow the lines of [37, Theorem 5]. To show that $n_{\tilde{G}}(C(K, X), C(K, Y)) \geq n_G(X, Y)$, we fix $T \in \mathcal{L}(C(K, X), C(K, Y))$ with $\|T\| = 1$ and prove that $v_{\tilde{G}}(T) \geq n_G(X, Y)$. Given $\varepsilon > 0$, we may find $f_0 \in C(K, X)$ with $\|f_0\| = 1$ and $f_0 \in K$ such that
$$\|Tf_0(t_0)\| > 1 - \varepsilon.$$  \hfill (6.1)
Define $z_0 = f_0(t_0)$ and find a continuous function $\varphi: K \to [0, 1]$ such that $\varphi(t_0) = 1$ and $\varphi(t) = 0$ if $\|f_0(t) - z_0\| \geq \varepsilon$. Now write $z_0 = (1 - \lambda)x_1 + \lambda x_2$ with $0 \leq \lambda \leq 1$, $x_1, x_2 \in S_X$, and consider the functions $f_j = (1 - \varphi)f_0 + \varphi x_j \in C(K, X) \quad (j = 1, 2).$
Then, \( \| \varphi f_0 - \varphi z_0 \| < \varepsilon \) meaning that
\[
\left\| f_0 - ((1 - \lambda) f_1 + \lambda f_2) \right\| < \varepsilon,
\]
and, using (6.1), we must have
\[
\left\| [T f_1](t_0) \right\| > 1 - 2\varepsilon \quad \text{or} \quad \left\| [T f_2](t_0) \right\| > 1 - 2\varepsilon.
\]
By making the right choice of \( x_0 = x_1 \) or \( x_0 = x_2 \), we get \( x_0 \in S_X \) such that
\[
(6.2) \\
\left\| \left[ (1 - \varphi) f_0 + \varphi x_0 \right](t_0) \right\| > 1 - 2\varepsilon.
\]
Next, we fix \( x_0^* \in S_X^* \) with \( x_0^*(x_0) = 1 \), denote
\[
\Phi(x) = x_0^*(x)(1 - \varphi) f_0 + \varphi x \in C(K, X) \quad (x \in X),
\]
and consider the operator \( S \in L(X, Y) \) given by
\[
Sx = [\Phi(x)](t_0) \quad (x \in X)
\]
which, by (6.2), obviously satisfies \( \|S\| \geq \|Sx_0\| > 1 - 2\varepsilon \).

Now, given \( \delta > 0 \), and \( x \in S_X \), \( y^* \in S_{Y^*} \) such that \( \text{Re} \ y^*(Gx) > 1 - \delta \), we define \( f \in S_{C(K, X)} \) by \( f = \Phi(x) \), and consider the functional \( g^* \in S_{C(K, Y^*)} \), given by
\[
g^*(h) = [y^*] S \delta_n (h) = y^*(h(t_0)) \quad (h \in C(K, Y^*)).
\]
Since \( f(t_0) = x \), we have that \( \text{Re} \ g^*(\tilde{G} f) > 1 - \delta \) and
\[
|y^*(Sx)| = |g^*([T(\Phi(x))](t_0))| \leq v_{G, \delta}(T),
\]
hence \( v_{G, \delta}(S) \leq v_{G, \delta}(T) \). Therefore,
\[
v_{G}(T) \geq v_{G}(S) \geq n_{G}(C(X, Y))\|S\| \geq (1 - 2\varepsilon)n_{G}(C(X, Y)),
\]
and the arbitrariness of \( \varepsilon > 0 \) gives that \( v_{G}(T) \geq n_{G}(C(X, Y)) \), as desired.

To prove the reverse inequality, take \( S \in L(X, Y) \) and define \( T \in L(C(K, X), C(K, Y)) \) by
\[
[Tf](t) = S(f(t)) \quad (t \in K, f \in C(K, X)).
\]
It is clear that \( \|T\| = \|S\| \). To estimate the value of \( v_{G}(T) \) we use Lemma 3.4 considering \( A = S_{C(K, X)} \) and \( B = \{y^* \odot \delta_t : y^* \in S_{Y^*}, t \in K\} \), where \( (y^* \odot \delta_t) = y^*(f(t)) \) for every \( f \in C(K, Y) \) (as these subsets satisfy \( \text{conv}(A) = B_{C(K, X)} \) and \( \text{conv}^b(B) = B_{C(K, Y^*)} \)). Now, for every \( \delta > 0 \), \( f \in S_{C(K, X)} \), \( t \in K \), and \( y^* \in S_{Y^*} \) satisfying that \( \text{Re} \ y^*(G(f(t))) > 1 - \delta \), we call \( x = f(t) \in S_X \) and observe that \( \text{Re} \ y^*(Gx) > 1 - \delta \) and
\[
|y^*([Tf](t))| = |y^*(S(f(t)))| = |y^*(Sx)| \leq v_{G, \delta}(S).
\]
Consequently, \( v_{G, \delta}(T) \leq v_{G, \delta}(S) \). It clearly follows that
\[
v_{G}(S) \geq v_{G}(T) \geq n_{G}(C(K, X), C(K, Y))\|T\| = n_{G}(C(K, X), C(K, Y))\|S\|,
\]
so \( n_{G}(X, Y) \geq n_{G}(C(K, X), C(K, Y)) \), as desired. \( \square \)

We next deal with Köthe-Bochner vector-valued function spaces, for which we need to introduce some terminology.

Let \( (\Omega, \Sigma, \mu) \) be a complete \( \sigma \)-finite measure space. We denote by \( L_0(\mu) \) the vector space of all (equivalent classes modulo equality a.e. of) \( \Sigma \)-measurable locally integrable real-valued functions on \( \Omega \). A Köthe function space is a linear subspace \( E \) of \( L_0(\mu) \) endowed with a complete norm \( \| \cdot \|_E \) satisfying the following conditions:

(i) If \( |f| \leq |g| \) a.e. on \( \Omega \), \( g \in E \) and \( f \in L_0(\mu) \), then \( f \in E \) and \( \|f\|_E \leq \|g\|_E \).
(ii) For every \( A \in \Sigma \) with \( 0 < \mu(A) < \infty \), the characteristic function \( 1_A \) belongs to \( E \).
We refer the reader to the classical book by J. Lindenstrauss and L. Tzafriri [31] for more information and background on Köthe function spaces. Let us recall some useful facts about these spaces which we will use in the sequel. First, $E$ is a Banach lattice in the pointwise order. The Köthe dual $E'$ of $E$ is the function space defined as

$$E' = \left\{ g \in L_0(\mu) : \|g\|_{E'} := \sup_{f \in B_E} \int_{\Omega} |fg| \, d\mu < \infty \right\},$$

which is again a Köthe space on $(\Omega, \Sigma, \mu)$. Every element $g \in E'$ defines naturally a continuous linear functional on $E$ by the formula

$$f \mapsto \int_{\Omega} fg \, d\mu \quad (f \in E),$$

so we have $E' \subseteq E^*$ and this inclusion is isometric.

Let $E$ be a Köthe space on a complete $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$ and let $X$ be a real or complex Banach space. A function $f : \Omega \to X$ is said to be simple if $f = \sum_{i=1}^n x_i 1_{A_i}$ for some $x_1, \ldots, x_n \in X$ and some $A_1, \ldots, A_n \in \Sigma$. The function $f$ is said to be strongly measurable if there is a sequence of simple functions $\{f_n\}$ with $\lim\|f_n(t) - f(t)\|_X = 0$ for almost all $t \in \Omega$. For a strongly measurable function $f : \Omega \to X$ we use notation $|f|$ for the function $|f|(t) = \|f(t)\|_X$. We write $E(X)$ to denote the space of (classes of) those strongly measurable functions $f : \Omega \to X$ such that $|f| \in E$ and we endow $E(X)$ with the norm

$$\|f\|_{E(X)} = \|f\|_E.$$

Then $E(X)$ is a real or complex (depending on $X$) Banach space and it is called a Köthe-Bochner function space. We refer the reader to the book [30] for background. For an element $f \in E(X)$ we consider a strongly measurable function $\tilde{f} : \Omega \to S_X$ such that $f = |f| \tilde{f}$ a.e. and we observe that $\|f\|_{E(X)} = \|f\|_E$.

Our result for composition operators between Köthe-Bochner function spaces is the following inequality.

**Proposition 6.7.** Let $X$, $Y$ be Banach spaces, let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space, let $E$ be a Köthe space on $(\Omega, \Sigma, \mu)$ such that $E'$ is norming for $E$, and let $G \in \mathcal{L}(X,Y)$ be a norm-one operator. Consider the norm-one composition operator $\tilde{G} : E(X) \to E(Y)$ given by $\tilde{G}(f) = G \circ f$ for every $f \in E(X)$. Then

$$n_{\tilde{G}}(E(X), E(Y)) \leq n_G(X,Y).$$

We need a preliminary lemma which is considered folklore in the theory of Köthe-Bochner spaces. As we have not found direct references, we will include a short sketch of its proof. Let us introduce some notation. Let $E$ be a Köthe space on a $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$ and let $Y$ be a Banach space. If $\Phi : \Omega \to Y^*$ belongs to $E'(Y^*)$, then the integral functional on $E(Y)$ defined by $\Phi$ is given by

$$(\Phi, f) = \int_{\Omega} \langle \Phi(t), f(t) \rangle \, d\mu(t) \quad (f \in E(Y)).$$

Observe that we have already presented the definition of the functions $|\Phi| = \|\Phi(\cdot)\|_{Y^*} \in E^*$ and $\Phi : \Omega \to S_{Y^*}$ which satisfy that $\Phi = |\Phi| \Phi$ a.e. Let us comment that it is possible to define integral functionals as in (6.3) for functions satisfying weaker requirements but, actually, here we are only interested in those integral functionals coming from functions $\Phi$ in $E'(Y^*)$ having countably many values.

**Lemma 6.8.** Let $E$ be a Köthe space on a $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$ and let $Y$ be a Banach space.

(a) The set of measurable functions from $\Omega$ to $Y$ having countably many values is dense in $E(Y)$.

(b) If $\Phi \in E'(Y^*)$ has countably many values, then the integral functional defined as in (6.3) belongs to $E(Y)^*$ and satisfies that $\|\Phi\|_{E(Y)^*} = \|\Phi\|_{E'(Y^*)} = \|\Phi\|_{E'}$.

(c) If $E'$ is norming for $E$, then the set $\mathcal{B}$ of all integral functionals defined by norm-one functions in $E'(Y^*)$ having countably many values, satisfies that $conv^{\sigma^*}(\mathcal{B}) = B_{E(Y)^*}$.

**Sketch of the proof.** (a). Fix $f \in E(Y)$ and $\varepsilon > 0$. We consider a partition of $\Omega$ into countably many pairwise disjoint measurable sets $\Omega = \bigcup_{n \in \mathbb{N} \cup \{0\}} \Omega_n$ with $\mu(\Omega_0) = 0$, $0 < \mu(\Omega_n) < \infty$ for all $n \in \mathbb{N}$, and such that
Proof of Proposition 6.7. It is now routine to show that \( f(\Omega_n) \) is separable for all \( n \in \mathbb{N} \). Now, for every \( n \in \mathbb{N} \) we use the Bochner measurability of \( f \mathbb{1}_{\Omega_n} \) to find a measurable function \( g_n : \Omega \rightarrow Y \) with \( g_n(\Omega \setminus \Omega_n) = \{0\} \), having countably many values and satisfying that

\[
\|f(t) - g_n(t)\| \leq \frac{\varepsilon}{2^n\|f\|_{\Omega_n}} \quad (t \in \Omega_n)
\]

(see [15, Corollary 3 in p. 42], for instance). Observe that

\[
|f\mathbb{1}_{\Omega_n} - g_n| \leq \frac{\varepsilon}{2^n\|f\|_{\Omega_n}},
\]

so \( g_n \in E(Y) \) and \( \|f\mathbb{1}_{\Omega_n} - g_n\| \leq \frac{\varepsilon}{2^n} \). It is now clear that the sum \( g \) of the (formal) series \( \sum_{n \geq 1} g_n \) belongs to \( E(Y) \), has countably many values, and satisfies \( \|f - g\| \leq \varepsilon \).

(b) Observe that \( \Phi \) has the form

\[
\Phi(t) = \sum_{n=1}^{\infty} y_n^* \mathbb{1}_{A_n}(t) \quad (t \in \Omega)
\]

for suitable sequences \( \{y_n^*\}_{n \in \mathbb{N}} \) of elements of \( Y^* \) and \( \{A_n\}_{n \in \mathbb{N}} \) of pairwise disjoint elements of \( \Sigma \) satisfying that the scalar function

\[
t \mapsto \sum_{n=1}^{\infty} \|y_n^*\| \mathbb{1}_{A_n}(t)
\]

belongs to \( E' \). With this in mind, \( \Phi \) acts on \( E(Y) \) as

\[
(\Phi, f) = \int_{\Omega} \langle \Phi(t), f(t) \rangle \, d\mu(t) = \sum_{n=1}^{\infty} \int_{A_n} y_n^*(f(t)) \, d\mu(t) \quad (f \in E(Y)).
\]

It is now routine to show that \( \Phi \in E(Y)^* \) and that \( \|\Phi\|_{E(Y)^*} = \|\Phi\|_{E'} \).

Assertion (c) follows routinely from the density in \( E(Y) \) of the set of countably-valued functions, from the fact that \( E' \) is norming for \( E \), and from the density in \( E' \) of the set of countably-valued functions. \( \square \)

Proof of Proposition 6.7. We follow the lines of [36, Theorem 4.1]. Take an operator \( S \in \mathcal{L}(X,Y) \) with \( \|S\| = 1 \), and define \( T \in \mathcal{L}(E(X),E(Y)) \) by

\[
[T(f)](t) = S(f(t)) = |f(t)| S(\tilde{f}(t)) \quad (t \in \Omega, \ f \in E(X)).
\]

We claim that \( T \) is well defined and \( \|T\| = 1 \). Indeed, for \( f \in E(X) \), \( T(f) \) is strongly measurable and

\[
\|T(f)(t)\|_Y = |f(t)| \|S(\tilde{f}(t))\| \leq |f(t)| \quad (t \in \Omega),
\]

so \( T(f) \in E(Y) \) with \( \|T(f)\|_{E(Y)} \leq \|f\|_E = \|f\|_{E(X)} \). This gives \( \|T\| \leq 1 \). Conversely, we fix \( A \in \Sigma \) such that \( 0 < \mu(A) < \infty \) and for each \( x \in S_X \) consider \( f = |x|^{-1} x \mathbb{1}_A \in E(X) \). Then, \( \|f\| = 1 \) and

\[
\|T(f)(t)\|_Y = \mathbb{1}_A(t) \|S(x)\|_Y,
\]

so

\[
\|T\| \geq \|T(f)\|_{E(Y)} = \left\| \mathbb{1}_A \|S(x)\|_Y \right\|_E \geq \|S(x)\|_Y.
\]

By just taking supremum on \( x \in S_X \), we get \( \|T\| \geq \|S\| = 1 \) as desired.

Next, we fix \( 0 < \delta < 1, \ f = |f| \tilde{f} \in S_{E(X)} \) and \( \Phi = \Phi|_{\tilde{S}} \in \mathcal{B} \) satisfying \( \text{Re}(\Phi, \tilde{G}(f)) > 1 - \delta \), where \( \mathcal{B} \subset E(Y)^* \) is the set given in Lemma 6.8.c. Let \( 0 < \alpha < 1 \) be such that \( 1 - \alpha = \sqrt{\delta} \) and write

\[
\Omega_1 = \left\{ t \in \Omega : \text{Re}(\tilde{\Phi}(t), \tilde{G}(\tilde{f}(t))) < \alpha \right\} \quad \text{and} \quad \Omega_2 = \left\{ t \in \Omega : \text{Re}(\tilde{\Phi}(t), \tilde{G}(\tilde{f}(t))) > \alpha \right\}.
\]
Then,
\[
1 - \delta < \Re \langle \Phi, \tilde{G}(f) \rangle = \Re \int_{\Omega} |\Phi(t)| |f(t)| \langle \tilde{\Phi}(t), G(\tilde{f}(t)) \rangle \, d\mu(t)
\]
\[
= \Re \int_{\Omega_1} |\Phi(t)| |f(t)| \langle \tilde{\Phi}(t), G(\tilde{f}(t)) \rangle \, d\mu(t) + \Re \int_{\Omega_2} |\Phi(t)| |f(t)| \langle \tilde{\Phi}(t), G(\tilde{f}(t)) \rangle \, d\mu(t)
\]
\[
\leq \alpha \int_{\Omega_1} |\Phi(t)| |f(t)| \, d\mu(t) + \int_{\Omega_2} |\Phi(t)| |f(t)| \, d\mu(t)
\]
\[
\leq \alpha \int_{\Omega_1} |\Phi(t)| |f(t)| \, d\mu(t) + 1 - \int_{\Omega_1} |\Phi(t)| |f(t)| \, d\mu(t),
\]

hence
\[
\int_{\Omega_1} |\Phi(t)| |f(t)| \, d\mu(t) < \frac{\delta}{1 - \alpha}.
\]
Moreover,
\[
|\langle \Phi, T f \rangle| = \left| \int_{\Omega} |\Phi(t)| |f(t)| \langle \tilde{\Phi}(t), S(\tilde{f}(t)) \rangle \, d\mu(t) \right|
\]
\[
\leq \int_{\Omega_2} |\Phi(t)| |f(t)| v_{\gamma,1\rightarrow \alpha}(S) \, d\mu(t) + \int_{\Omega_1} |\Phi(t)| |f(t)| \left| \langle \tilde{\Phi}(t), S(\tilde{f}(t)) \rangle \right| \, d\mu(t)
\]
\[
\leq v_{\gamma,1\rightarrow \alpha}(S) + \frac{\delta}{1 - \alpha} = v_{\gamma,\sigma}(S) + \sqrt{\delta}.
\]
Thus, we get that \( v_{\gamma,\sigma}(T) \leq v_{\gamma,\sigma}(S) + \sqrt{\delta} \) by Lemma 3.4 (using Lemma 6.8.c). So, taking infimum with \( 0 < \delta < 1 \), we obtain that \( n_{\gamma}(E(X), E(Y)) \leq v_{\gamma}(T) \leq v_{\gamma}(S) \) and the desired inequality follows. \( \square \)

Let us comment that, in the case \( X = Y \) and \( G = \text{Id}_X \), the above result improves [36, Theorem 4.1]. We state the new result here.

**Corollary 6.9** (Extension of [36, Theorem 4.1]). Let \( X \) be a Banach space, let \((\Omega, \Sigma, \mu)\) be a \( \sigma\)-finite measure space, and let \( E \) be a Köthe space on \((\Omega, \Sigma, \mu)\) such that \( E' \) is norming for \( E \). Then
\[
n(E(X)) \leq n(X).
\]

There are Köthe spaces which do not satisfy the norming requirement of Proposition 6.7, see [31, Remark 1 in page 30] for instance. We next present some particular cases in which the previous proposition applies. First, we deal with order continuous spaces. We say that a Köthe space \( E \) is order continuous if \( 0 \leq x_\alpha \downarrow 0 \) and \( x_\alpha \in E \) imply that \( \lim \|x_\alpha\| = 0 \) (this is known to be equivalent to the fact that \( E \) does not contain an isomorphic copy of \( \ell_\infty \). If \( E \) is order continuous, then \( E' = E^* \) (see [30, p. 169] or [31, p. 29]).

**Corollary 6.10.** Let \( X, Y \) be Banach spaces, let \((\Omega, \Sigma, \mu)\) be a probability measure space, let \( E \) be an order continuous Köthe space on \((\Omega, \Sigma, \mu)\), and let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator. Consider the norm-one composition operator \( \tilde{G} : E(X) \rightarrow E(Y) \) given by \( \tilde{G}(f) = G \circ f \) for every \( f \in E(X) \). Then
\[
n(\tilde{G}(E(X), E(Y))) \leq n(G(X), Y).
\]

For \( 1 \leq p < \infty \), \( L_p \)-spaces over \( \sigma\)-finite measures are order continuous Köthe spaces; for \( p = \infty \), this is not longer true, but \( L_\infty(\mu)' \) is norming for \( L_\infty(\mu) \), see [31, Remark 1 in page 30] for instance. Therefore, we get the following consequence:

**Corollary 6.11.** Let \( X, Y \) be Banach spaces, let \((\Omega, \Sigma, \mu)\) be a \( \sigma\)-finite measure space, let \( 1 \leq p \leq \infty \), and let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator. Consider the norm-one composition operator \( \tilde{G} : L_p(\mu, X) \rightarrow L_p(\mu, Y) \) given by \( \tilde{G}(f) = G \circ f \) for every \( f \in L_p(\mu, X) \). Then
\[
n(\tilde{G}(L_p(\mu, X), L_p(\mu, Y))) \leq n(G(X), Y).
\]

The equality does not hold in general, as for \( p \neq 1, \infty \), we have that \( n(\ell_2^2) < 1 \). On the other hand, we will show that the equality holds for the cases \( p = 1 \) and \( p = \infty \).

We start dealing with spaces of Bochner integrable functions.
Proposition 6.12. Let $X$, $Y$ be Banach spaces, let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space, and let $G \in \mathcal{L}(X,Y)$ be a norm-one operator. Consider the norm-one composition operator $\tilde{G} : L_1(\mu, X) \to L_1(\mu, Y)$ given by $\tilde{G}(f) = G \circ f$ for every $f \in L_1(\mu, X)$. Then

$$n_{\tilde{G}}(L_1(\mu, X), L_1(\mu, Y)) = n_G(X,Y).$$

Proof. We follow the lines of [37, Theorem 8]. We can assume without loss of generality that $(\Omega, \Sigma, \mu)$ is a probability space, as vector-valued $L_1$-spaces associated to $\sigma$-finite measures are (up to an isometric isomorphism) vector-valued $L_1$-spaces associated to probability measures, see [12, Proposition 1.6.1] for instance.

In order to prove that $n_{\tilde{G}}(L_1(\mu, X), L_1(\mu, Y)) \geq n_G(X,Y)$, we need to introduce some notation. If $(\Omega, \Sigma, \mu)$ is a probability space, we write $\Sigma^+ := \{B \in \Sigma : \mu(B) > 0\}$. Given $X$ and $Y$ Banach spaces, the set

$$B := \left\{ \sum_{B \in \pi} y_B \mathbb{1}_B : \pi \subseteq \Sigma^+ \text{ finite partition of } \Omega, \ y_B \in S_Y \right\} \subseteq S_{L_\infty(\mu,Y^*)}$$

satisfies that

$$B_{L_1(\mu,Y^*)} = \overline{\text{conv}^*(B)},$$

since $TB = B$ and it is clearly norming for the simple functions of $L_1(\mu,Y)$. On the other hand, we will write

$$A := \left\{ \frac{\mathbb{1}_A}{\mu(A)} : x \in S_X, \ A \in \Sigma^+ \right\},$$

which satisfies that

$$B_{L_1(\mu,X)} = \overline{\text{conv}}(A).$$

Indeed, it is enough to notice that every simple function $f \in S_{L_1(\mu,X)}$ belongs to the convex hull of $A$: such an $f$ can be written as $f = \sum_{A \in \pi} x_A \mathbb{1}_A$, where $\pi \subseteq \Sigma^+$ is a finite family of pairwise disjoint sets of $\Omega$ and $x_A \in X \setminus \{0\}$ for each $A \in \pi$. Then

$$\|f\| = \sum_{A \in \pi} \|x_A\| \mu(A) = 1,$$

and hence

$$f = \sum_{A \in \pi} \|x_A\| \mu(A) \frac{\mathbb{1}_A}{\|x_A\| \mu(A)} \in \text{conv}(A).$$

Now, fix $T \in \mathcal{L}(L_1(\mu, X), L_1(\mu, Y))$ with $\|T\| = 1$ and $\varepsilon > 0$, we may find by (6.5) elements $x_0 \in S_X$ and $A \in \Sigma^+$ such that

$$\left\| T \left( \frac{\mathbb{1}_A}{\mu(A)} \right) \right\| > 1 - \varepsilon.$$

Using (6.4), there exists $f^* = \sum_{B \in \pi} y_B^* \mathbb{1}_B$, where $\pi$ is a finite partition of $\Omega$ into sets of $\Sigma^+$ and $y_B^* \in S_{Y^*}$ for each $B \in \pi$, satisfying that

$$\text{Re} f^* \left( T \left( \frac{\mathbb{1}_A}{\mu(A)} \right) \right) = \text{Re} \sum_{B \in \pi} y_B^* \left( \int_B T \left( \frac{\mathbb{1}_A}{\mu(A)} \right) d\mu \right) > 1 - \varepsilon.$$

Then, we can write

$$T \left( \frac{\mathbb{1}_A}{\mu(A)} \right) = \sum_{B \in \pi \mu(A \cap B) \neq 0} \frac{\mu(A \cap B)}{\mu(A)} T \left( \frac{\mathbb{1}_{A \cap B}}{\mu(A \cap B)} \right)$$

so, by a standard convexity argument, we can assume that there is $B_0 \in \pi$ such that, if we take the set $A \cap B_0$ in the role of new $A$, the inequality (6.6) remains true. After this modification of $A$, we obtain
additionally that $A \subseteq B_0$. By the density of norm-attaining functionals, we can and do assume that every $y_B^*$ is norm-attaining, so there is $y_B \in S_Y$ such that $y_B^*(y_B) = 1$. Define the operator $S : X \to Y$ by

$$S(x) = \int_{B_0} T \left( x \frac{\|A\|}{\mu(A)} \right) d\mu + \sum_{B \in \pi \setminus \{B_0\}} y_B^* \left( \int_B T \left( x \frac{\|A\|}{\mu(A)} \right) d\mu \right) y_B (x) \in X).$$

It is easy to check that $\|S\| \leq 1$, and moreover $\|S\| > 1 - \varepsilon$ since, as a consequence of (6.6), we obtain that

$$\|S(x_0)\| \geq |y_B^*(Sx_0)| = \left| \int T \left( x_0 \frac{\|A\|}{\mu(A)} \right) y_B \right| > 1 - \varepsilon.$$  

Now, fixed $\delta > 0$, we consider $x \in S_X$ and $y^* \in S_{Y^*}$ with $\text{Re} y^*(Gx) > 1 - \delta$. Take $f \in A$ defined by

$$f = x \frac{\|A\|}{\mu(A)}$$

and $g^* \in B$ by

$$g^*(h) = y^* \left( \int_{B_0} h \, d\mu \right) + \sum_{B \in \pi \setminus \{B_0\}} y_B^* \left( \int_B h \, d\mu \right) y^*(y_B) \quad (h \in L_1(\mu, Y)).$$

We have that

$$\tilde{G}f = \tilde{G} \left( x \frac{\|A\|}{\mu(A)} \right) = G(x) \frac{\|A\|}{\mu(A)}.$$  

and, recalling that $A \subseteq B_0$ and the partition is a family of pairwise disjoint sets, we deduce that

$$\text{Re} g^*(\tilde{G}f) = \text{Re} \left( y^* \left( \int_{B_0} G(x) \frac{\|A\|}{\mu(A)} \, d\mu \right) + \sum_{B \in \pi \setminus \{B_0\}} y_B^* \left( \int_B G(x) \frac{\|A\|}{\mu(A)} \, d\mu \right) \right) y^*(y_B)$$

$$= \text{Re} y^*(Gx) > 1 - \delta.$$  

Moreover,

$$|y^*(Sx)| = \left| y^* \left( \int_{B_0} T \left( x \frac{\|A\|}{\mu(A)} \right) d\mu \right) + \sum_{B \in \pi \setminus \{B_0\}} y_B^* \left( \int_B T \left( x \frac{\|A\|}{\mu(A)} \right) d\mu \right) y^*(y_B) \right|$$

$$= |g^*(Tf)| \leq v_{G,S}(T).$$

It follows that $v_{G,S}(S) \leq v_{G,S}(T)$, hence

$$v_{G}(T) \geq v_{G}(S) \geq n_{G}(X,Y)\|S\| \geq (1 - \varepsilon)n_{G}(X,Y).$$

Taking $\varepsilon \downarrow 0$, we get that $v_{G}(T) \geq n_{G}(X,Y)$ and the arbitrariness of $T$ gives the desired inequality.

The reverse inequality $n_{G}(L_1(\mu, X), L_1(\mu, Y)) \leq n_{G}(X,Y)$ follows from Corollary 6.11.

The last result on composition operators on vector-valued function spaces deals with spaces of essentially bounded vector-valued functions.

**Proposition 6.13.** Let $X, Y$ be Banach spaces, let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space, and let $G \in \mathcal{L}(X,Y)$ be a norm-one operator. Consider the norm-one composition operator $\tilde{G} : L_\infty(\mu, X) \to L_\infty(\mu, Y)$ given by

$$\tilde{G}(f) = G \circ f$$

for every $f \in L_\infty(\mu, X)$. Then

$$n_{G}(L_\infty(\mu, X), L_\infty(\mu, Y)) = n_{G}(X,Y).$$

The proof of this result borrows the ideas in [38, Theorem 2.3]. We also borrow from [38] two preliminary lemmas that we state for convenience of the reader.

**Lemma 6.14 (38, Lemma 2.1).** Let $f \in L_\infty(\mu, X)$ with $\|f(t)\| > \lambda$ a.e. Then there exists $B \in \Sigma$ with $0 < \mu(B) < \infty$ such that

$$\left\| \frac{1}{\mu(B)} \int_B f(t) \, d\mu(t) \right\| > \lambda.$$  

Lemma 6.15 ([38, Lemma 2.2]). Let \( f \in L_\infty(\mu, X), C \in \Sigma \) with positive measure, and \( \varepsilon > 0 \). Then there exist \( x \in X \) and \( A \subseteq C \) with \( 0 < \mu(A) < \infty \) such that \( \|x\| = \|f\|_C \) and \( \|(f-x)\|_A < \varepsilon \). Accordingly, the set
\[
\{ x \mathbb{1}_A + f \mathbb{1}_{\Omega \setminus A} : x \in S_X, f \in B_{L_\infty(\mu, X)}, A \in \Sigma \text{ con } 0 < \mu(A) < \infty \}
\]
is dense in \( S_{L_\infty(\mu, X)} \).

Proof of Proposition 6.13. In order to show that \( n_G(L_\infty(\mu, X), L_\infty(\mu, Y)) \geq n_G(X, Y) \), we fix an operator \( T \in L(L_\infty(\mu, X), L_\infty(\mu, Y)) \) with \( \|T\| = 1 \). Given \( \varepsilon > 0 \), we may find \( f_0 \in S_{L_\infty(\mu, X)} \) and \( C \subseteq \Omega \) with \( \mu(C) > 0 \) such that
\[
\|Tf_0\| > 1 - \varepsilon \quad (t \in C).
\]
On account of Lemma 6.15, there exist \( y_0 \in B_X \) and \( A \subseteq C \) with \( 0 < \mu(A) < \infty \) such that \( \|(f_0-y_0)\|_A < \varepsilon \).

Now, write \( y_0 = (1 - \lambda)x_1 + \lambda x_2 \) with \( 0 < \lambda < 1, x_1, x_2 \in S_X \), and consider the functions
\[
f_j = x_j \mathbb{1}_A + f_0 \mathbb{1}_{\Omega \setminus A} \in L_\infty(\mu, X) \quad (j = 1, 2),
\]
which clearly satisfy \( \|f_0 - ((1 - \lambda)f_1 + \lambda f_2)\| < \varepsilon \). Since \( A \subseteq C \), by using (6.7), we have
\[
\|Tf_1\| > 1 - 2\varepsilon \quad \text{or} \quad \|Tf_2\| > 1 - 2\varepsilon
\]
for every \( t \in A \). Now, we choose \( i \in \{1, 2\} \) such that
\[
A_i = \{ t \in A : \|Tf_i(t)\| > 1 - 2\varepsilon \}
\]
has positive measure, we write \( x_0 = x_i \), and we finally use Lemma 6.14 to get \( B \subseteq A_i \subseteq A \) with \( 0 < \mu(B) < \infty \) such that
\[
\left(\frac{1}{\mu(B)} \int_B T(x_0 \mathbb{1}_A + f_0 \mathbb{1}_{\Omega \setminus A}) \, d\mu\right) > 1 - 2\varepsilon.
\]
Next, we fix \( x_0 \in S_X \) with \( x_0(x_0) = 1 \), and we define the operator \( S \in \mathcal{L}(X, Y) \) given by
\[
Sx = \frac{1}{\mu(B)} \int_B T(x_0 \mathbb{1}_A + f_0 \mathbb{1}_{\Omega \setminus A}) \, d\mu \quad (x \in X)
\]
which, by (6.8), satisfies \( \|S\| \geq \|Sx_0\| > 1 - 2\varepsilon \).

Given \( \delta > 0 \), we fix \( x \in S_X \) and \( y^* \in S_{Y^*} \) with \( \text{Re} y^*(Gx) > 1 - \delta \). Define \( f \in S_{L_\infty(\mu, X)} \) by
\[
f = \Phi(x) = x \mathbb{1}_A + x_0(x) f_0 \mathbb{1}_{\Omega \setminus A}
\]
and \( g^* \in S_{L_\infty(\mu,Y)^*} \) by
\[
g^*(h) = y^* \left( \frac{1}{\mu(B)} \int_B h \, d\mu \right) \quad (h \in L_\infty(\mu,Y)).
\]
Since \( B \subseteq A \), we have
\[
\text{Re} y^*(\tilde{G}f) = \text{Re} y^* \left( \frac{1}{\mu(B)} \int_B G(f(t)) \, d\mu(t) \right)
\]
\[
= \text{Re} y^* \left( \frac{1}{\mu(B)} \int_B (x \mathbb{1}_A(t) + x_0(x) f_0(t) \mathbb{1}_{\Omega \setminus A}(t)) \, d\mu(t) \right)
\]
\[
= \text{Re} y^* \left( \frac{1}{\mu(B)} \int_B G(x) \mathbb{1}_B(t) \, d\mu(t) \right) = \text{Re} y^*(Gx) > 1 - \delta.
\]
Moreover,
\[
|y^*(Sx)| = \left| y^* \left( \frac{1}{\mu(B)} \int_B T(\Phi(x)) \, d\mu \right) \right| = |g^*(Tf)| < v_{G,\delta}(T)
\]
and it follows that \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \), hence
\[
v_{G}(T) \geq v_G(S) \geq n_G(X,Y) \|S\| \geq (1 - 2\varepsilon)n_G(X,Y).
\]
Taking \( \varepsilon \downarrow 0 \), we get that \( v_G(T) \geq n_G(X, Y) \) and, the arbitrariness of \( T \) gives the desired inequality.

The reverse inequality is consequence of Corollary 6.11. \( \square \)

6.3. Adjoint operators. As shown in Lemma 3.5, the numerical index with respect to an operator always dominates the numerical index with respect to its adjoint. Our aim here is to give some particular cases in which both indices coincide. First, we have to recall that such an equality does not always hold, as there are Banach spaces \( X \) for which \( n(X^*) < n(X) \), see [27, §2] for instance. We also may provide with an easier example which does not use the identity operator.

Example 6.16. The inclusion \( G: c_0 \rightarrow c \) satisfies that \( n_G(c_0, c) = 1 \), whereas its adjoint \( G^*: \ell_1 \oplus_1 \mathbb{K} \rightarrow \ell_1 \), given by \((x, \lambda) \mapsto x\), is not even a vertex of \( \mathcal{L}(c^*, c_0^*) \) and so, it satisfies that \( n_{G^*}(c^*, c_0^*) = 0 \).

Indeed, \( G \) is a spear operator by, for instance, [26, Proposition 4.2], so \( n_G(c_0, c) = 1 \). To prove that \( G^* \) is not a vertex, consider the operator \( T: \ell_1 \oplus_1 \mathbb{K} \rightarrow \ell_1 \) given by \( T(x, \lambda) = \lambda e_1^* \) for \( x \in \ell_1 \) and \( \lambda \in \mathbb{K} \). Then, we have

\[
\|G^*(x, \lambda) + \theta T(x, \lambda)\| = \left\| (x(1) + \theta \lambda) e_1^* + \sum_{k=2}^{\infty} x(k) e_k^* \right\| = |x(1)| + |\lambda| + \sum_{k=2}^{\infty} |x(k)| = \|x\| + |\lambda| = \|(x, \lambda)\|
\]

for every \( \theta \in \mathbb{T} \), every \( x \in \ell_1 \), and every \( \lambda \in \mathbb{K} \). This shows that \( \|G^* + \theta T\| \leq 1 \) and so \( G^* \) is not an extreme operator. Therefore, \( G^* \) is not a vertex by Lemma 2.3.

If \( X \) and \( Y \) are both reflexive spaces, it is clear that the numerical index with respect to every norm-one operator \( G \in \mathcal{L}(X, Y) \) coincides with the numerical index with respect to \( G^* \). Indeed, the inequality

\[
n_{G^*}(X^*, Y^*) \leq n_G(Y^*, X^*) \leq n_G(X, Y)
\]

gives the result. Actually, it is enough that \( Y \) is reflexive, or even a much weaker hypothesis: we show that the numerical index with respect to an operator coincides with the one with respect to its adjoint when the range space is \( L \)-embedded. Recall that a Banach space \( Y \) is \( L \)-embedded if \( Y^* = J_Y(Y) \oplus_1 Y_s \) for suitable closed subspace \( Y_s \) of \( Y^* \). We refer to the monograph [23] for background. Examples of \( L \)-embedded spaces are reflexive spaces (trivial), predual of von Neumann algebras so, in particular, \( L_1(\mu) \) spaces, the Lorentz spaces \( d(w, 1) \) and \( L^{p, 1} \), the Hardy space \( H^1_D \), the dual of the disk algebra \( A(D) \), among others (see [23, Examples IV.1.1 and III.1.4]).

Proposition 6.17. Let \( X \) be a Banach space, let \( Y \) be an \( L \)-embedded space, and let \( G \in \mathcal{L}(X, Y) \) be a norm-one operator. Then \( n_{G^*}(X, Y) = n_G(Y^*, X^*) \).

Proof. We follow the lines of [26, Proposition 5.21]. Write \( Y^* = J_Y(Y) \oplus_1 Y_s \) and let \( P_Y: Y^* \rightarrow J_Y(Y) \) be the natural projection. For a fixed \( T \in \mathcal{L}(Y^*, X^*) \) consider operators

\[
A := P_Y \circ T^* \circ J_X: X \rightarrow J_Y(Y), \quad B := [\text{Id} - P_Y] \circ T^* \circ J_X: X \rightarrow Y_s
\]

and observe that \( T^* \circ J_X = A \oplus B \). Given \( \varepsilon > 0 \), since \( J_X(B_X) \) is dense in \( B_{X^*} \) by Goldstine’s Theorem and \( T^* \) is weak-star to weak-star continuous, we may find \( x_0 \in S_X \) such that

\[
\|T^* J_X(x_0)\| = \|Ax_0\| + \|Bx_0\| > \|T^*\| - \varepsilon.
\]

Now, we may find \( y_0 \in S_Y \) and \( y_0^* \in S_{Y^*} \) such that

\[
\|Ax_0\| y_0 = Ax_0 \quad \text{and} \quad y_0^*(Bx_0) = \|Bx_0\|.
\]

We define \( S: X \rightarrow Y \) by

\[
S(x) = Ax + y_0^*(Bx)y_0 \quad (x \in X),
\]

and observe that

\[
\|S\| \geq \|Sx_0\| = \|Ax_0 + y_0^*(Bx_0)y_0\| = \|Ax_0\| + \|Bx_0\| > \|T^*\| - \varepsilon.
\]
Given \( \delta > 0 \), we take \( x \in S_X \) and \( y^* \in S_{Y^*} \) with \( \text{Re} y^*(Gx) > 1 - \delta \), and consider 
\[
z = J_X(x) \in S_{X^*} \quad \text{and} \quad z^* = (J_Y(y^*) \circ y_0)(y_0^* x_0) \in S_{Y^*}.
\]
as \( Y^{**} = J_Y(Y^*) \oplus Y_0 \). Since \( G^{**} \circ J_X = J_Y \circ G \), it is clear that \( \text{Re} z^*(G^{**} z) = \text{Re} y^*(Gx) > 1 - \delta \).

Moreover, 
\[
|z^*(T^* z)| = |J_Y \circ y^*(Ax + y_0^*(By))| = |y^*(Sx)|,
\]
hence \( |y^*(Sx)| = |z^*(T^* z)| \leq \nu_{G^{**}, \delta}(T^*) \) and, taking supremum, \( \nu_{G, \delta}(S) \leq \nu_{G^{**}, \delta}(T^*) \). Therefore, 
\[
\nu_G(T) = \nu_{G^{**}, \delta}(T^*) \geq \nu_G(S) > n_G(X, Y)\|S\| > n_G(X, Y)\||T\| - \epsilon \).
\]
The arbitrariness of \( \epsilon > 0 \) and of \( T \in \mathcal{L}(Y^*, X^*) \) give that \( n_G(X, Y) \leq n_G^{*}(Y^*, X^*) \), and the other inequality is always true.

\[\square\]

Particular cases of the above result are the following.

**Corollary 6.18.** Let \( X \) be a Banach space and let \( Y \) be a reflexive space. Then, \( n_G(X, Y) = n_G^{*}(Y^*, X^*) \) for every norm-one \( G \in \mathcal{L}(X, Y) \).

**Corollary 6.19.** Let \( X \) be a Banach space and let \( \mu \) be a positive measure. Then, \( n_G(X, L_1(\mu)) = n_G^{*}(L_1(\mu)^*, X^*) \) for every norm-one \( G \in \mathcal{L}(X, L_1(\mu)) \).

Finally, we show that, for rank-one operators, the numerical index is preserved by passing to the adjoint.

**Proposition 6.20.** Let \( X, Y \) be Banach spaces, and let \( G \in \mathcal{L}(X, Y) \) be a rank-one operator of norm 1. Then \( n_G(X, Y) = n_G^{*}(Y^*, X^*) \) and so, the same happens to all the successive adjoints of \( G \).

**Proof.** We can write \( G = x_0^* \otimes y_0 \) for some \( x_0^* \in S_{X^*} \) and \( y_0 \in S_Y \), so \( n_G(X, Y) = n(X^*, x_0^*) n(Y, y_0) \) by Proposition 3.6. Besides, as \( G^{**} = J_Y(y_0) \otimes x_0^* \), we have \( n_G^{*}(Y^*, X^*) = n(Y^{**}, J_Y(y_0)) n(X^*, x_0^*) \) again by Proposition 3.6. But \( n(Y^{**}, J_Y(y_0)) = n(Y, y_0) \) by Lemma 2.6 and we are done. \[\square\]

### 6.4. Composition of operators

The next result allows us to control the numerical index with respect to the composition of two operators, in two particular cases.

**Lemma 6.21.** Let \( X, Y, Z \) be Banach spaces and let \( G_1 \in \mathcal{L}(X, Y) \) and \( G_2 \in \mathcal{L}(Y, Z) \) be norm-one operators.

(a) If \( G_2 \) is an isometric embedding, then \( n_{G_2 \circ G_1}(X, Z) \leq n_{G_1}(X, Y) \).

(b) If \( G_1(B_X) = Y_0 \), then \( n_{G_2 \circ G_1}(X, Z) \leq n_{G_2}(Y, Z) \).

**Proof.** Both (a) and (b) follow from Lemma 2.4. In the first case, it is enough to see that the map \( T \mapsto G_2 \circ T \) from \( \mathcal{L}(X, Y) \) to \( \mathcal{L}(X, Z) \) is an isometric embedding by the hypothesis on \( G_2 \). For (b), we have that \( S \mapsto S \circ G_1 \) from \( \mathcal{L}(Y, Z) \) to \( \mathcal{L}(X, Z) \) is an isometric embedding by the hypothesis on \( G_1 \). \[\square\]

We now would like to collect some consequences of this result.

The first immediate consequence is that the restriction of the codomain of an operator enlarges the numerical index.

**Proposition 6.22.** Let \( X, Y \) be Banach spaces, let \( G \in \mathcal{L}(X, Y) \) be a norm-one operator, and let \( Z \) be a closed subspace of \( Y \) such that \( G(X) \subseteq Z \). Consider the operator \( \overline{G} : X \to Z \) given by \( \overline{G} x = Gx \) for every \( x \in X \). Then \( n_G(X, Y) \leq n_{\overline{G}}(X, Z) \).

**Proof.** It follows from Lemma 6.21.a as \( G = I \circ \overline{G} \) where \( I : Z \to Y \) denotes the inclusion. \[\square\]

The inequality in the above result can be strict:

**Example 6.23.** The operator \( G : K \to K \oplus K \) given by \( G(x) = (x, 0) \) satisfies \( n_G(K, K \oplus K) = 0 \), whereas \( \overline{G} : K \to K \) satisfies \( n_{\overline{G}}(K, K) = 1 \).
Another consequence of Lemma 6.21 is that the numerical index with respect to the injectivization of an operator is an upper bound for the numerical index with respect to the original operator.

**Proposition 6.24.** Let \( X, Y \) be Banach spaces, let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator, and let \( q \colon X \to X/\ker G \) be the quotient map. Consider the injectivization \( \hat{G} \in \mathcal{L}(X/\ker G,Y) \) satisfying \( \hat{G} \circ q = G \). Then,

\[
n_G(X,Y) \leq n_{\hat{G}}(X/\ker G,Y).
\]

**Proof.** It follows from Lemma 6.21.b as \( \hat{G} \circ q = G \) and \( \overline{q(B_X)} = B_{X/\ker G} \). \( \square \)

In the particular case when \( n_G(X,Y) = 1 \), we obtain the following result which gives a partial answer to Problem 9.14 of [26].

**Corollary 6.25.** Let \( X, Y \) be Banach spaces, let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator. Then, under the notation of Proposition 6.24, if \( G \) is a spear operator, then so is its injectivization \( \hat{G} \).

Again, the inequality in Proposition 6.24 may be strict, as the following example shows. It also proves that Corollary 6.25 is not an equivalence.

**Example 6.26.** The operator \( G \colon \ell_1 \oplus_1 K \to \ell_1 \) given by \( G(x,\lambda) = x \) satisfies \( n_G(\ell_1 \oplus_1 K, \ell_1) = 0 \) (as it has been proved in example 6.16), whereas the injectivization \( \hat{G} \) is the identity operator in \( \ell_1 \) and so satisfies that \( n_{\hat{G}}(\ell_1, \ell_1) = n(\ell_1) = 1 \).

With the help of all of these examples and some others form previous sections, we may prove the following assertion.

**Remark 6.27.** There is no general function \( \Upsilon : [0,1] \times [0,1] \to [0,1] \) such that the equality

\[
n_{G_2 \circ G_1}(X,Z) = \Upsilon(n_{G_2}(Y,Z), n_{G_1}(X,Y))
\]

holds for every Banach spaces \( X, Y, Z \) and every norm-one operators \( G_1 \in \mathcal{L}(X,Y) \) and \( G_2 \in \mathcal{L}(Y,Z) \).

Indeed, suppose that such a function \( \Upsilon \) exists. In Remark 4.9 it is given an example of a real Banach space \( Z \) with \( n(Z) = 0 \) and a norm-one operator \( G \in \mathcal{L}(Z,R) \) such that \( n_G(Z,R) = 1 \). As \( G = G \circ \text{Id}_Z \), it follows that \( 1 = \Upsilon(0,1) \). Besides, there is a similar example in the same Remark showing that \( 1 = \Upsilon(0,1) \). On the other hand, if \( X, Y \) are two-dimensional Banach spaces, we may always find \( G \in \mathcal{L}(X,Y) \) with \( n_G(X,Y) = 0 \) by Proposition 4.1. As \( G = G \circ \text{Id}_X = \text{Id}_Y \circ G \), it follows that \( 0 = \Upsilon(0,n(X)) = \Upsilon(n(Y),0) \). It is enough to consider \( X = Y = \ell_2^\infty \) to get a contradiction.

Now, we may wonder whether a further relationship with the composition is valid in general. We answer this question in the negative giving some counterexamples.

Example 4.10 shows that, in general, it is not true that \( n_{G_2 \circ G_1}(X,Z) \leq \max\{n_{G_1}(X,Y), n_{G_2}(Y,Z)\} \), with \( G \) playing the role of \( G_1 \) and the identity operator playing the one of \( G_2 \).

Example 6.23 also shows that, in general, it is not true that \( n_{G_2 \circ G_1}(X,Z) \geq \min\{n_{G_1}(X,Y), n_{G_2}(Y,Z)\} \). Actually, it is possible that the inequality \( n_{G_2 \circ G_1}(X,Z) \geq \min\{n_{G_1}(X,Y), n_{G_2}(Y,Z)\} \) fails, as the following example shows, since \( n(\ell_p) > 0 \) for \( p \neq 2 \) by [35].

**Example 6.28.** Let \( 1 \leq p < q < \infty \). The inclusion \( G \colon \ell_p \to \ell_q \) satisfies that \( n_G(\ell_p, \ell_q) = 0 \).

**Proof.** Consider the norm-one operator \( T \in \mathcal{L}(\ell_p, \ell_q) \) given by \( T = e_2^p \otimes e_1 \). Fixed \( 0 < \epsilon < 1/4 \), our goal is to prove that \( n_G(T) \leq \max\{\epsilon^{1/p}, (1 - (1 - 2\epsilon)^p)^{1/q}\} \). To do so we need the following claim.

**Claim:** Let \( 0 < \delta < 1/2 \) be such that \( (1 - \delta)^{\frac{1}{q}} > 1 - \epsilon \). Given \( x \in S_{\ell_p} \) such that \( \|x\|_q > (1 - 2\delta^2)^{1/q} \), there exists a unique \( k_0 \in \mathbb{N} \) satisfying that \( |x(k_0)|^p > 1 - \epsilon \).
Indeed, the uniqueness of \( k_0 \) is clear from the facts \( |x(k_0)|^p > 1 - \varepsilon, \varepsilon < 1/4 \), and \( \|x\|_p = 1 \). Let us show the existence of \( k_0 \). Since \( 1 - 2\delta^2 < \|x\|_q^q \), there is \( n \in \mathbb{N} \) satisfying that \( 1 - \delta^2 < \sum_{k=1}^{n} |x(k)|^q \), and thus
\[
\sum_{k=1}^{n} |x(k)|^p - \delta \leq 1 - \delta^2 < \sum_{k=1}^{n} |x(k)|^q = \sum_{k \in I} |x(k)|^q - \delta < 0.
\]
Let \( I = \{ k \in \{1, \ldots, n\} : |x(k)|^{q-p} > 1 - \delta \} \). Using [26, Lemma 8.14] with \( \lambda_k = |x(k)|^p, \beta_k = 1 \) and \( \alpha_k = |x(k)|^{q-p} \), we get that \( \sum_{k \in I} |x(k)|^p < \delta \). So we can write
\[
1 - \delta^2 < \sum_{k \in I} |x(k)|^q + \sum_{k \notin I} |x(k)|^q \leq \sum_{k \in I} |x(k)|^p + \sum_{k \notin I} |x(k)|^q < \delta + \sum_{k \notin I} |x(k)|^q
\]
which gives \( \sum_{k \in I} |x(k)|^q > 1 - \delta^2 - \delta > 0 \) and, therefore, \( I \neq \emptyset \). For \( k_0 \in I \), we have
\[
|x(k_0)|^p > (1 - \delta)^{p/q} > 1 - \varepsilon
\]
finishing the proof of the claim.

To estimate the numerical radius of \( T \), let \( 0 < \tilde{\delta} < \varepsilon \) be such that \( 1 - \tilde{\delta} > (1 - 2\delta^2)^{1/q} \) and take \( x \in S_{\ell_p} \) and \( y^* \in S_{\ell_q}^* \) satisfying \( \text{Re} y^*(x) > 1 - \tilde{\delta} \), which implies that
\[
\|x\|_q > \text{Re} y^*(x) > 1 - \tilde{\delta} > (1 - 2\delta^2)^{1/q}.
\]
The claim tells us that there is \( k_0 \in \mathbb{N} \) such that \( |x(k_0)|^p > 1 - \varepsilon \) and so \( \sum_{k \neq k_0} |x(k)|^p < \varepsilon \). Now, we can estimate \( |y^*(Tx)| = |y^*(1)||x(2)| \) depending on the value of \( k_0 \). If \( k_0 \neq 2 \) then \( |x(2)| < \varepsilon^{1/q} \) and \( |y^*(Tx)| < \varepsilon^{1/p} \). Suppose, otherwise, that \( k_0 = 2 \). Then, as
\[
1 - \tilde{\delta} < \text{Re} y^*(x) = |y^*(1)||x(2)| + \sum_{k \neq 2} |y^*(k)||x(k)| \leq |y^*(2)| + \|y^*\|_q \sum_{k \neq 2} |x(k)|^p \leq |y^*(2)| + \varepsilon,
\]
we get \( |y^*(2)| > 1 - \tilde{\delta} - \varepsilon > 1 - 2\varepsilon \). Therefore, we have
\[
|y^*(2)|^q > (1 - 2\varepsilon)^q \quad \text{and} \quad |y^*(Tx)| \leq |y^*(1)| < (1 - (1 - 2\varepsilon)^q)^{1/q}.
\]
Hence, in any case, we get
\[
v_G(T) \leq v_{G,\tilde{\delta}}(T) \leq \max \left\{ \varepsilon^{1/p}, (1 - (1 - 2\varepsilon)^q)^{1/q} \right\}
\]
and the arbitrariness of \( \varepsilon \) gives \( v_G(T) = 0 \) and so, \( n_G(\ell_p, \ell_q) = 0 \). \( \square \)

### 6.5. Extending the domain and the codomain.

Our final aim in this section is to study ways of extending the domain and the codomain of an operator maintaining the same numerical index. For the domain, we have the following result.

**Proposition 6.29.** Let \( X, Y, Z \) be Banach spaces, let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator, and consider the norm-one operator \( \tilde{G} : X \oplus_{\infty} Z \to Y \) given by \( \tilde{G}(x,z) = G(x) \) for every \( (x,z) \in X \oplus_{\infty} Z \). Then
\[
n_{\tilde{G}}(X \oplus_{\infty} Z, Y) = n_G(X,Y).
\]

**Proof.** Fix \( T \in \mathcal{L}(X \oplus_{\infty} Z, Y) \) with \( \|T\| > 0 \) and \( 0 < \varepsilon < \|T\| \). We may find \( x_0 \in S_X \) and \( z_0 \in S_Z \) satisfying \( \|T(x_0, z_0)\| > \|T\| - \varepsilon \). Now take \( x_0' \in S_{X^*} \) with \( x_0'^*(x_0) = 1 \) and define the operator \( S \in \mathcal{L}(X,Y) \) by
\[
S(x) = T(x, x_0'(x)z_0) \quad (x \in X)
\]
which satisfies \( \|S\| \geq \|Sx_0\| = \|T(x_0, z_0)\| > \|T\| - \varepsilon \).

Now, given \( \delta > 0, x \in S_X \), and \( y^* \in S_{Y^*} \) with \( \text{Re} y^*(Gx) > 1 - \delta \), we consider \( (x, x_0'(x)z_0) \in S_{X \oplus_{\infty} Z} \). It is clear that \( \text{Re} y^*(\tilde{G}(x, x_0'(x)z_0)) = \text{Re} y^*(Gx) > 1 - \delta \). Moreover,
\[
|y^*(Sx)| = |y^*(T(x, x_0'(x)z_0))| \leq v_{\tilde{G},\delta}(T),
\]
hence \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \). Therefore,
\[
v_{G}(T) \geq v_{G}(S) \geq n_{G}(X,Y)\|S\| \geq n_{G}(X,Y)\|T\| - \varepsilon.
\]
The arbitrariness of \( \varepsilon > 0 \) and \( T \in \mathcal{L}(X \oplus_{\infty} Z,Y) \) gives \( n_{G}(X,Y) \geq n_{G}(X,Y) \).

The reverse inequality follows immediately from Lemma 6.21.b as \( \tilde{G} = G \circ P \) where \( P : X \oplus_{\infty} Z \rightarrow X \) denotes the natural projection. \( \square \)

For the range space, the result is the following.

**Proposition 6.30.** Let \( X,Y,Z \) be Banach spaces, let \( G \in \mathcal{L}(X,Y) \) be a norm-one operator, and consider the norm-one operator \( \tilde{G} : X \rightarrow Y \oplus_{1} Z \) given by \( \tilde{G}x = (Gx,0) \) for every \( x \in X \). Then,
\[
\tilde{n}_{G}(X,Y \oplus_{1} Z) = n_{G}(X,Y).
\]

**Proof.** Fix \( T \in \mathcal{L}(X,Y \oplus_{1} Z) \) with \( \|T\| > 0 \), \( \|T\| > \varepsilon > 0 \), and \( x_{0} \in S_{X} \) such that \( \|Tx_{0}\| > \|T\| - \varepsilon \). Denote by \( P_{Y} \) and \( P_{Z} \) the projections from \( Y \oplus_{1} Z \) to \( Y \) and \( Z \), respectively. Take \( y_{0} \in S_{Y} \) so that \( P_{Y}Tx_{0} = \|P_{Y}Tx_{0}\|y_{0} \) and \( z_{0}^{*} \in S_{Z^{*}} \) satisfying \( z_{0}^{*}(P_{Z}Tx_{0}) = \|P_{Z}Tx_{0}\| \). Now define \( S \in \mathcal{L}(X,Y) \) by
\[
\tilde{S}x = P_{Y}Tx + z_{0}^{*}(P_{Z}Tx)y_{0} \quad (x \in X)
\]
which satisfies
\[
\|S\| \geq \|Sx_{0}\| = \|P_{Y}Tx_{0} + P_{Z}Tx_{0}\|y_{0}\| = \|P_{Y}Tx_{0}\| + \|P_{Z}Tx_{0}\| > \|T\| - \varepsilon.
\]
Given \( \delta > 0 \), \( x \in S_{X} \), and \( y^{*} \in S_{Y^{*}} \) with \( \text{Re} y^{*}(Gx) > 1 - \delta \), we consider \( (y^{*},y^{*}(y_{0})z_{0}^{*}) \in S_{(Y \oplus_{1} Z)^{*}} \) as \( (Y \oplus_{1} Z)^{*} = Y^{*} \oplus_{\infty} Z^{*} \). It is clear that \( \text{Re} (y^{*},y^{*}(y_{0})z_{0}^{*}) = \text{Re} y^{*}(Gx) > 1 - \delta \). Moreover,
\[
|y^{*}(Sx)| = |y^{*}(P_{Y}Tx + z_{0}^{*}(P_{Z}Tx)y_{0})| = |(y^{*},y^{*}(y_{0})z_{0}^{*})(Tx)| \leq v_{G,\delta}(T),
\]
and then \( v_{G,\delta}(S) \leq v_{G,\delta}(T) \). Therefore,
\[
v_{G}(T) \geq v_{G}(S) \geq n_{G}(X,Y)\|S\| \geq n_{G}(X,Y)\[\|T\| - \varepsilon\].
\]
The arbitrariness of \( \varepsilon \) and \( T \) finishes gives \( n_{G}(X,Y \oplus_{1} Z) \geq n_{G}(X,Y) \).

The reverse inequality is an immediate consequence of Lemma 6.21.a as \( \tilde{G} = I \circ G \) where \( I : Y \rightarrow Y \oplus_{1} Z \) denotes the natural inclusion. \( \square \)
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