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1. Introduction

Recent papers, like [21] and [11], show how the notions of local derivations and ho-
momorphisms (cf. [22,17,16]) can be studied in terms of the local reflexivity of the sets 
of derivations and homomorphisms in the sense employed in [5]. Let us briefly recall 
some basic definitions. Let S be a subset of the space L(X, Y ) of all linear maps be-
tween Banach spaces X and Y . A linear mapping Δ : X → Y is said to be a local S
map if for each x ∈ X, there exists Tx ∈ S, depending on x, satisfying Δ(x) = Tx(x). 
When S is the set D(A, X) of all (bounded) derivations from a C∗-algebra A into a 
Banach A-bimodule X, local D(A, X) maps are called local derivations. Local (∗-)homo-
morphisms, local (∗-)automorphisms, local Jordan (∗-)homomorphisms and local Jordan 
(∗-)automorphisms are similarly defined. Some remarkable results on local maps read as 
follows: B.E. Johnson proved in [16] that every local derivation from a C∗-algebra A into 
a Banach A bimodule is a derivation. Every local triple derivation on a JB∗-triple is a 
triple derivation (see [9]). For an infinite dimensional Banach space X, every surjective 
local automorphism of the Banach algebra B(X) is an automorphism (compare [22,6]). 
The Gleason–Kahane–Żelazko theorem (cf. [14,18]) asserts that every unital linear local 
homomorphism from a unital complex Banach algebra A into C is multiplicative.

If in the definition of local S maps, we relax the linearity assumptions on the mapping 
Δ and we require a “good” local behavior at two points we discover the notion of 2-local 
maps. A (not necessarily linear nor continuous) mapping Δ : X → Y is said to be a 
2-local S map if for each x, y ∈ X, there exists Tx,y ∈ S, depending on x and y, satisfying 
Δ(x) = Tx,y(x) and Δ(y) = Tx,y(y). Some achievements in this line include the following:

• The Kowalski–Słodkowski theorem (cf. [20]) proves that every 2-local homomorphism 
T from a (not necessarily commutative nor unital) complex Banach algebra A into 
C is linear and multiplicative. Consequently, every (not necessarily linear) 2-local 
homomorphism T from A into a commutative C∗-algebra is linear and multiplicative;

• P. Šemrl established in [30] that, for every infinite-dimensional separable Hilbert 
space H, every 2-local automorphism (respectively, every 2-local derivation) on B(H)
is an automorphism (respectively, a derivation). Sh. Ayupov and K. Kudaybergenov 
proved that Šemrl’s theorem also holds for arbitrary Hilbert spaces [1]. See [19,12,
13,23] for other related results;

• Every linear 2-local ∗-homomorphism (respectively, every bounded and linear 2-local 
homomorphism) between C∗-algebras is a homomorphism (cf. [27]);

• A Kowalski–Słodkowski theorem type has been recently established by M. Burgos, 
F.J. Fernández-Polo, J. Garcés and the second author of this note in [7]. The main 
result in the just quoted paper proves that every (not necessarily linear) 2-local 
∗-homomorphism from a von Neumann algebra or from a compact C∗-algebra into 
another C∗-algebra is linear and a ∗-homomorphism;



34 J.C. Cabello, A.M. Peralta / Linear Algebra and its Applications 494 (2016) 32–43
• The same authors mentioned in the previous point show in [8] that every 2-local 
triple homomorphism from a JBW∗-triple into a JB∗-triple is linear and a triple 
homomorphism;

• Sh. Ayupov, K. Kudaybergenov and I. Rakhimov recently proved that every 2-local 
(Lie) derivation on a finite-dimensional semi-simple Lie algebra over an algebraically 
closed field of characteristic zero is a derivation (cf. [4]);

• K. Kudaybergenov, T. Oikhberg, B. Russo and the second author of this paper prove 
in [21] that every 2-local triple derivation on a von Neumann algebra is linear and a 
triple derivation.

Weaker versions of local and 2-local maps have been recently explored in [10,11,25,
26]. A linear mapping Δ : X → Y is said to be a weak local S map if for each x ∈ X

and a functional φ in the dual, Y ∗, of Y , there exists Tx,φ ∈ S, depending on x and φ, 
satisfying φΔ(x) = φTx,φ(x). One of the main results in [11] establishes that every 
weak-local derivation on a C∗-algebra is a derivation. It is also proved in [11, §4] that 
every weak-local ∗-automorphism on C(Ω) is multiplicative and a ∗-homomorphism.

The problem whether every weak-local ∗-automorphism on a general C∗-algebra is 
multiplicative remains open until now. Under certain additional hypothesis, some partial 
answer can be addressed. Let A be a C∗-algebra. A linear mapping Δ : A → A is said to 
be a strong-local ∗-automorphism if for each a ∈ A and each positive functional φ in A∗, 
there exists and ∗-automorphism πa,φ : A → A, depending on a and φ, satisfying

‖Δ(a) − πa,φ(a)‖2
φ = φ ((Δ(a) − πa,φ(a))∗(Δ(a) − πa,φ(a))) = 0.

Motivated by results due to L. Molnár (see [24]), Theorem 4.1 in [11] establishes that 
every strong-local ∗-automorphism on a von Neumann algebra is a Jordan ∗-homo-
morphism, where in this case, the definition of strong-local ∗-automorphism is exactly 
the same with φ being a normal positive functional. According to our knowledge, the 
following problems remain open:

Problem 1.1. Is every (linear) weak local ∗-automorphism on a C∗-algebra a Jordan 
∗-homomorphism?

Problem 1.2. Is every 2-local ∗-homomorphism on a C∗-algebra a linear ∗-homomorphism?
(compare [7]).

The weak version of 2-local maps has been recently studied in [25] and [26]. We recall 
that a (not necessarily linear nor continuous) mapping Δ : X → Y is said to be a 
weak-2-local S map if for each x, y ∈ X and φ ∈ Y ∗, there exists Tx,y,φ ∈ S, depending 
on x, y and φ, satisfying φΔ(x) = φTx,y,φ(x) and φΔ(y) = φTx,y,φ(y).

It is proved in [25,26] that every weak-2-local derivation on Mn, the algebra of n
times n square matrices, is a linear derivation. Actually, every weak-2-local derivation 
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on a finite dimensional C∗-algebra is a linear derivation. Further, the main result in [26]
shows that, for every separable complex Hilbert space H, every weak-2-local ∗-derivation 
(i.e. a derivation which is also a symmetric mapping) on B(H) is a linear ∗-derivation. In 
view of the just quoted results and references it seems natural to consider the following 
problems:

Problem 1.3. Is every weak-2-local ∗-derivation on a C∗-algebra linear? Is every weak-
2-local ∗-derivation on a C∗-algebra a derivation?

Problem 1.4. Is every weak-2-local ∗-homomorphism on a C∗-algebra linear? Is every 
weak-2-local ∗-homomorphism on a C∗-algebra a ∗-homomorphism?

Let Δ : A → B be a mapping between C∗-algebras, and let Asa and Bsa denote the 
self-adjoint parts of A and B, respectively. We define a new mapping Δ� : A → B given by 
Δ�(a) := Δ(a∗)∗ (a ∈ A). We say that Δ is symmetric if Δ� = Δ (equivalently, Δ(a∗) =
Δ(a)∗, for all a ∈ A). Clearly, Δ�� = Δ, Δ(Asa) ⊆ Bsa whenever Δ is symmetric, and 
Δ is linear (respectively, a derivation or a homomorphism) if and only if Δ� is linear 
(respectively, a derivation or a homomorphism). Henceforth, the symbol S(A, B) will 
stand for the set of all linear and symmetric maps from A into B. We write S(A) for 
S(A, A). In this paper we shall study the general class of weak-2-local S(A, B)-maps or 
weak-2-local symmetric maps between C∗-algebras A and B.

The main result in this note shows that every weak-2-local symmetric map between 
C∗-algebras is linear (Theorem 2.5). Consequently, every weak-2-local ∗-derivation on a 
C∗-algebra and every weak-2-local ∗-homomorphism between C∗-algebras is automati-
cally linear (Corollary 2.6). These results provide positive answers to the first questions 
in Problems 1.3 and 1.4, and a partial solution to the conjecture posed at the end of the 
introduction of [7] (see Problem 1.2). In this case, a more general point of view makes 
easier the arguments.

Concerning Problem 1.2, our conclusions go further. Namely, in Corollary 2.8 we es-
tablish a 2-local version of the Kowalski–Słodkowski theorem for general C∗-algebras 
by proving that every 2-local ∗-homomorphism between C∗-algebras is a linear 
∗-homomorphism. This provides a positive answer to the just quoted problem and to the 
question posed in the introduction of [7].

Our main result also throws some new light to the study of 2-local derivations on 
general C∗-algebras. In [2] Sh. Ayupov and K. Kudaybergenov culminated the study of 
2-local derivations on von Neumann algebras by proving that each 2-local derivation on 
an arbitrary von Neumann algebra is a derivation (see [3] for more details). Corollary 2.9
below proves that every 2-local ∗-derivation on a C∗-algebra is a linear ∗-derivation, while 
Corollary 2.10 shows that the same conclusion remains true for weak-2-local ∗-derivations 
on general C∗-algebras. It should be remarked here that, by Corollary 2.13 in [26] every 
weak-2-local derivation on a finite dimensional C∗-algebra is a linear derivation. The 
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question whether the above conclusion remains valid for arbitrary weak-2-local deriva-
tions on general C∗-algebras remains open.

The techniques and arguments presented in this note are completely new and indepen-
dent from the ideas in previous forerunners. Actually, the new point of view introduced 
in this note by considering weak-2-local symmetric maps allows us to provide simpler 
proofs.

1.1. Notation and background

A functional φ in the dual of a C∗-algebra A is symmetric if and only if φ(Asa) ⊆ R. 
The set of all symmetric functionals in A∗ will be denoted by (A∗)sa. It is known that the 
mapping (A∗)sa → (Asa)∗, φ �→ �eφ, is a surjective linear isometry. We shall indistinctly 
write A∗

sa for (A∗)sa and for (Asa)∗. Clearly, for each φ ∈ A∗
sa we have φ(a∗) = φ(a), 

for all a ∈ A. It is also known that, for each a in Asa there exists φ ∈ A∗
sa satisfying 

‖φ‖ = 1 and φ(a) = ‖a‖ (compare [29, Proposition 1.5.4]). Consequently, A∗
sa separates 

the points of A.

2. Weak-2-local symmetric maps

This section is completely devoted to the study of weak-2-local symmetric maps be-
tween C∗-algebras. We begin with a lemma containing the basic results on weak-2-local 
maps.

Lemma 2.1. Let X and Y be Banach spaces and let S be a subset of the space L(X, Y ). 
Then the following properties hold:

(a) Every weak-2-local S map Δ : X → Y is 1-homogeneous, that is, Δ(λx) = λΔ(x), 
for every x ∈ X, λ ∈ C;

(b) Suppose there exists C > 0 such that every linear map T ∈ S is continuous with 
‖T‖ ≤ C. Then every weak-2-local S map Δ : X → Y is C-Lipschitzian, that is, 
‖Δ(x) − Δ(y)‖ ≤ C‖x − y‖, for every x, y ∈ X;

(c) If S is a (real) linear subspace of L(X, Y ), then every (real) linear combination of 
weak-2-local S maps is a weak-2-local S map;

(d) Suppose A and B are C∗-algebras and S is a real linear subspace of L(A, B). Then 
a mapping Δ : A → B is a weak-2-local S map if and only if for each ϕ ∈ B∗

sa
and every x, y ∈ A, there exists Tx,y,ϕ ∈ S satisfying ϕΔ(x) = ϕTx,y,ϕ(x) and 
ϕΔ(y) = ϕTx,y,ϕ(y).

(e) Suppose A and B are C∗-algebras and S is a real linear subspace of L(A, B) with 
S� = S (in particular when S = S(A, B) is the set of all symmetric linear maps 
from A into B). Then a mapping Δ : A → B is a weak-2-local S map if and only if 
Δ� is a weak-2-local S map.
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Proof. Part of the proof follows by arguments similar to those in [25, Lemma 2.1.(b)]
and relies on the Hahn–Banach theorem. We include a sketch of the proof here for 
completeness reasons.

(a) Let φ be an arbitrary functional in Y ∗, let x be an element in X and λ a complex 
number. By assumptions, for each weak-2-local S map Δ : X → Y there exists Tx,λx,φ ∈
S satisfying φΔ(x) = φTx,λx,φ(x) and φΔ(λx) = φTx,λx,φ(λx). Since S ⊂ L(X, Y ), we 
deduce that φ(λΔ(x)) = φΔ(λx), for every φ ∈ Y ∗. The Hahn–Banach theorem gives 
the desired statement.

(b) Pick an arbitrary norm-one functional φ ∈ Y ∗. Given x, y ∈ X, we have

|φ(Δ(x) − Δ(y))| = |φ(Tx,y,φ(x) − Tx,y,φ(x))| ≤ C‖x− y‖.

Taking supremum in φ ∈ Y ∗ with ‖φ‖ ≤ 1, we get ‖Δ(x) − Δ(y)‖ ≤ C‖x − y‖.
(c) is clear.
(d) Suppose Δ : A → B is a map. If Δ is a weak-2-local S map, then for each 

ϕ ∈ B∗
sa and every x, y ∈ A, there exists Tx,y,ϕ ∈ S satisfying ϕΔ(x) = ϕTx,y,ϕ(x) and 

ϕΔ(y) = ϕTx,y,ϕ(y). Suppose that Δ satisfies the last property. Every φ ∈ B∗ writes in 
the form φ = ϕ1+iϕ2, where ϕj ∈ B∗

sa. So, given x, y ∈ A, there exist Tx,y,ϕ1 , Tx,y,ϕ2 ∈ S
satisfying ϕjΔ(x) = ϕjTx,y,ϕj

(x) and ϕjΔ(y) = ϕTx,y,ϕj
(y), for every j = 1, 2. Then 

φΔ(x) = φ(Tx,y,ϕ1 + Tx,y,ϕ2)(x) and φΔ(y) = φ(Tx,y,ϕ1 + Tx,y,ϕ2)(y), which shows that 
Δ is a weak-2-local S map.

(e) Suppose Δ : A → B is a weak-2-local S map. Let us take φ ∈ B∗
sa, x, y in A. Since 

φΔ�(x) = φT �
x∗,y∗,φ(x) and φΔ�(y) = φT �

x∗,y∗,φ(y). We conclude from (d) that Δ� is a 
weak-2-local S map. The rest is clear. �
Remark 2.2. Let us recall that every ∗-homomorphism between C∗-algebras is contrac-
tive. So, it follows from the above Lemma 2.1(b) that every weak-2-local ∗-homomorphism
(and every weak-2-local ∗-automorphism) between C∗-algebras is 1-Lipschitzian.

Remark 2.3. Let S(A, B) be the set of all symmetric linear maps from a C∗-algebra A into 
a C∗-algebra B. Clearly S(A, B) is a real subspace of L(A, B) with S(A, B)� = S(A, B). 
Obviously S(A, B) contains all ∗-homomorphisms and all ∗-derivations on A. Therefore, 
the statements in Lemma 2.1(c)–(e) apply for weak-2-local symmetric maps between 
C∗-algebras.

Lemma 2.4. Let Δ : A → B be a weak-2-local symmetric map between C∗-algebras. Then 
the following statements hold:

(a) Δ(a∗) = Δ(a)∗, for every a ∈ A. In particular, Δ(Asa) ⊆ Bsa;
(b) Δ(h + ik) = Δ(h) + iΔ(k) = Δ(h − ik)∗, for every h, k ∈ Asa;
(c) Δ(a + a∗) = Δ(a) + Δ(a∗), for every a ∈ A.
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Proof. (a) Let us fix φ ∈ B∗
sa and a ∈ A. We can write Δ(a) = h1+ik1, Δ(a∗) = h2+ik2, 

where hj , kj ∈ Bsa. By the weak-2-local property of Δ, there exists a symmetric linear 
map Ta,a∗,φ : A → B satisfying

φ(h1) + iφ(k1) = φΔ(a) = φTa,a∗,φ(a),

and

φ(h2) + iφ(k2) = φΔ(a∗) = φTa,a∗,φ(a∗) = φTa,a∗,φ(a).

The above identities show that φ(h2) = φ(h1) and φ(k2) = −φ(k1), for every φ ∈ B∗
sa. 

Therefore h1 = h2 and k1 = −k2, which proves that Δ(a∗) = h2+ik2 = h1−ik1 = Δ(a)∗.
(b) Let us fix h, k ∈ Asa and φ ∈ B∗

sa. By hypothesis there exists a symmetric linear 
map Th,h+ik,φ : A → B, depending on h, h + ik and φ, such that

φΔ(h + ik) = φTh,h+ik,φ(h + ik) = φTh,h+ik,φ(h) + iφTh,h+ik,φ(k)

and

φΔ(h) = φTh,h+ik,φ(h),

with φTh,h+ik,φ(k), φTh,h+ik,φ(h) ∈ R. Then �eφΔ(h + ik) = φΔ(h) for every φ ∈ B∗
sa, 

which implies that Δ(h + ik) + Δ(h + ik)∗ = 2Δ(h).
By Lemma 2.1(a), and the arguments given above, we have

−i(Δ(h + ik) − Δ(h + ik)∗) = −iΔ(h + ik) + iΔ(h + ik)∗

= Δ(−ih + k) + Δ(−ih + k)∗ = 2Δ(k).

Thus, Δ(h + ik) = Δ(h) + Δ(ik) = Δ(h) + iΔ(k) = Δ(h − ik)∗.
(c) Let us take a ∈ A and write a = h + ik with h, k ∈ Asa. Lemma 2.1(a) gives 

Δ(a + a∗) = Δ(2h) = 2Δ(h). On the other hand, by statement (b), Δ(a) + Δ(a∗) =
Δ(a) + Δ(a)∗ = Δ(h) + iΔ(k) + Δ(h) − iΔ(k) = 2Δ(h). �

The main result of the paper can be stated now.

Theorem 2.5. Every weak-2-local symmetric map between C∗-algebras is linear.

Proof. Let Δ : A → B be a weak-2-local symmetric map between C∗-algebras. Applying 
Lemma 2.4(b) we deduce that, in order to prove that Δ is linear, it is enough to show 
that Δ(h + k) = Δ(h) + Δ(k), for every h, k ∈ Asa.

Let us fix h, k ∈ Asa, and write a = h + ik. We observe that a + ia∗ = (1 + i)(h + k), 
and so

Δ(a + ia∗) = (1 + i)Δ(h + k), (1)

where Δ(h + k) ∈ Bsa (compare Lemmas 2.1 and 2.4).
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We deduce from Lemma 2.4(a)–(b) that

Δ(a) + iΔ(a)∗ = (1 + i)(Δ(h) + Δ(k)). (2)

Let us fix an arbitrary functional φ ∈ B∗
sa. By hypothesis there are symmetric linear 

maps Ta+ia∗,a,φ, Ta+ia∗,a∗,φ : A → B satisfying:

φΔ(a + ia∗) = φTa+ia∗,a,φ(a + ia∗) = φTa+ia∗,a∗,φ(a + ia∗)

φΔ(a) = φTa+ia∗,a,φ(a) and φΔ(a∗) = φTa+ia∗,a∗,φ(a∗) = φTa+ia∗,a∗,φ(a)∗.

In particular,

φ(Ta+ia∗,a∗,φ(a)∗ + Ta+ia∗,a,φ(a)) = φΔ(a∗) + φΔ(a)

= (by Lemma 2.4(a)–(c)) = φΔ(a∗ + a) ∈ R,

and since φ(Ta+ia∗,a∗,φ(a) + Ta+ia∗,a∗,φ(a)∗) ∈ R, we deduce that

φ(Ta+ia∗,a∗,φ − Ta+ia∗,a,φ)(a) ∈ R,

and so

φ(Ta+ia∗,a∗,φ − Δ)(a) ∈ R. (3)

On the other hand,

φΔ(a + ia∗) = φTa+ia∗,a,φ(a + ia∗) = φTa+ia∗,a,φ(a) + iφTa+ia∗,a,φ(a∗)

= φΔ(a) + iφTa+ia∗,a,φ(a∗) (4)

and

φΔ(a + ia∗) = φTa+ia∗,a∗,φ(a + ia∗) = φTa+ia∗,a∗,φ(a) + iφTa+ia∗,a∗,φ(a∗)

= φTa+ia∗,a∗,φ(a) + iφΔ(a∗). (5)

Therefore,

φΔ(a) + iφTa+ia∗,a,φ(a∗) = φTa+ia∗,a∗,φ(a) + iφΔ(a∗). (6)

Combining (3) and (6) we get

φ(Δ(ia∗) − Ta+ia∗,a,φ(ia∗)) = φΔ(a) − φTa+ia∗,a∗,φ(a) ∈ R,

which implies that

�mφΔ(ia∗) = �mφTa+ia∗,a,φ(ia∗). (7)
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Clearly, by (4) and (5), the identity

2φΔ(a + ia∗) = φΔ(a) + φTa+ia∗,a∗,φ(a) + φTa+ia∗,a,φ(ia∗) + φΔ(ia∗),

holds. Since, from (3), �mφΔ(a) = �mφTa+ia∗,a∗,φ(a), it follows from the last identity 
and (7) that

2�mφΔ(a + ia∗) = 2�mφΔ(a) + 2�mφΔ(ia∗),

or equivalently,

�mφ (Δ(a + ia∗) − Δ(a) − Δ(ia∗)) = 0.

The arbitrariness of φ ∈ B∗
sa, implies that Δ(a + ia∗) − Δ(a) − Δ(ia∗) ∈ Asa. Thus, by 

(1) and (2)

(1 + i)[Δ(h + k) − Δ(h) − Δ(k)] = Δ(a + ia∗) − (Δ(a) + iΔ(a)∗) ∈ Asa.

Finally, since Lemma 2.4(a) assures that Δ(h + k), Δ(h), Δ(k) ∈ Bsa, we deduce that

0 = Δ(h + k) − Δ(h) − Δ(k),

which completes the proof. �
Corollary 2.6. Every weak-2-local ∗-derivation on a C∗-algebra and every weak-2-local 
∗-homomorphism between C∗-algebras is linear.

We recall that 2-local ∗-derivations and 2-local ∗-homomorphisms are weak-2-local 
∗-derivations and weak-2-local ∗-homomorphisms, respectively.

Corollary 2.7. Every 2-local ∗-homomorphism between C∗-algebras is linear.

The main result in [7] proves that every 2-local ∗-homomorphism from a von Neumann 
algebra into a C∗-algebra is linear and a ∗-homomorphism. The main difficulty in the 
proof of this result is to show that every such a mapping is linear. It is also remarked at 
the introduction of [7], that “it would be of great interest to explore if the same conclusion 
remains true for general C∗-algebras”. Surprisingly, we can give now a very simple proof 
of the general result as a consequence of our previous corollary and the results in [27]. 
More concretely, Theorem 3.9 in [27] combined with the above Corollary 2.7 establish 
that every 2-local ∗-homomorphism on a C∗-algebra is a ∗-homomorphism. We can give 
now a positive answer to Problem 1.2.

Corollary 2.8. Every 2-local ∗-homomorphism between C∗-algebras is a linear ∗-homo-
morphism.
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As we have already commented, the previous corollary provides a generalized 
Kowalski–Słodkowski theorem for C∗-algebras in the sense of [7]. It is also, in some 
sense, an extension of [11, Theorem 4.1]. We do not know if every (linear) weak-2-local 
∗-homomorphism on a C∗-algebra is a ∗-homomorphism. This question remains as an 
open problem.

We deal now with 2-local ∗-derivations.

Corollary 2.9. Every 2-local ∗-derivation on a C∗-algebra is a linear ∗-derivation.

Proof. Let Δ : A → A be a 2-local ∗-derivation on a C∗-algebra. Theorem 2.5 shows 
that Δ is linear. Further, given a ∈ A, there exists a ∗-derivation Da,a2 : A → A such 
that

Δ(a) = Da,a2(a) and Δ(a2) = Da,a2(a2).

Therefore

Δ(a2) = Da,a2(a2) = Da,a2(a)a + aDa,a2(a) = Δ(a)a + aΔ(a),

for every a ∈ A, which shows that Δ is a Jordan derivation on A. Finally, it is known, 
by Johnson’s theorem (compare [15], see also [28, Corollaries 17 and 18]), that Jordan 
derivations on a C∗-algebra are derivations. �

We shall see next that the conclusion of the above Corollary 2.9 can be improved.

Corollary 2.10. Every weak-2-local ∗-derivation on a C∗-algebra is a linear ∗-derivation.

Proof. Let Δ : A → A be a weak-2-local ∗-derivation on a C∗-algebra. Theorem 2.5
implies that Δ is a linear mapping. Since every weak-2-local ∗-derivation on a C∗-algebra 
is a weak-local ∗-derivation, Theorem 3.4 in [11] assures that Δ is a derivation. �

Sh. Ayupov and K. Kudaybergenov have recently studied 2-local derivations on von 
Neumann algebras in [2]. The main conclusion established in the just quoted paper 
shows that every 2-local derivation on an arbitrary von Neumann algebra is a derivation. 
Our previous corollary extends the study of Ayupov and Kudaybergenov to the class of 
weak-2-local ∗-derivations on general C∗-algebras.

Added in proofs: The proof of Theorem 2.5 can be slightly reduced as follows. Every 
weak-2-local symmetric map Δ : A → B satisfies that

Δ(a + ia∗) = Δ(a) + iΔ(a∗) = Δ(a) + iΔ(a)∗, (8)
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for every a ∈ A. Indeed, Let us fix an arbitrary functional φ ∈ B∗
sa. By hypothesis there 

exists a symmetric linear map Ta+ia∗,a,φ : A → B satisfying:

φΔ(a + ia∗) = φTa+ia∗,a,φ(a + ia∗) and φΔ(a) = φTa+ia∗,a,φ(a).

Then

φΔ(a + ia∗) = φTa+ia∗,a,φ(a + ia∗) = φTa+ia∗,a,φ(a) + iφTa+ia∗,a,φ(a∗)

= φΔ(a) + iφTa+ia∗,a,φ(a) = φΔ(a) + iφΔ(a) = φ(Δ(a) + iΔ(a)∗).

The identity in (8) follows from the arbitrariness of φ ∈ B∗
sa.

Combining (2) with (8) we get Δ(h + k) = Δ(h) + Δ(k), for every h, k ∈ Asa.
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