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We found this example during our investigation on duality for convolutional error correcting codes with a cyclic structure.
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We give conditions on $\sigma$ and $\delta$ in order to get that $R \subseteq S$ inherits the corresponding properties (separable, split, Frobenius) from $\mathbb{F} \subseteq A$. A precise construction of $A, \sigma$ and $\delta$ will lead to the counterexample.
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\varepsilon\left(g_{n}^{(i)} \sigma^{n}\left(a_{j}\right)\right)=\varepsilon\left(b_{i}^{(n)} \sigma^{n}\left(a_{j}\right)\right)=\delta_{i j} \tag{6}
\end{equation*}
$$

```
and
```
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& \stackrel{(6)}{=}-\sum_{k=m+1}^{n} \varepsilon\left(g_{k}^{(i)} N_{m}^{k}\left(a_{j}\right)\right) .
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## Hence

$$
\begin{equation*}
\sum_{k=m}^{n} \varepsilon\left(g_{k}^{(i)} N_{m}^{k}\left(a_{j}\right)\right)=0 \tag{7}
\end{equation*}
$$

for $1 \leq i, j \leq r, 0 \leq m \leq n-1$.

The main construction, VI

## Now,
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\end{aligned}
$$
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$$

The main construction, VI

## Now,

$$
\begin{aligned}
\alpha_{\varepsilon}\left(g^{(i)}\right)\left(a_{j}\right) & =\alpha_{\varepsilon}\left(g^{(i)} a_{j}\right)(1) \\
& \stackrel{(2)}{=} \sum_{m=0}^{n} \varepsilon\left(\sum_{k=m}^{n} g_{k}^{(i)} N_{m}^{k}\left(a_{j}\right)\right) x^{m} \\
& \stackrel{(7),(6)}{=} x^{n} a_{i}^{*}\left(a_{j}\right)
\end{aligned}
$$

$$
\text { for all } j=1, \ldots, r
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$$
\text { So } x^{n} a_{i}^{*}=\alpha_{\varepsilon}\left(g^{(i)}\right) \in \operatorname{Im} \alpha_{\varepsilon} \text {, as required. }
$$
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## The main construction, VII

Conversely, let $\alpha: S \rightarrow S^{*}$ be a right $S$-isomorphism. We would like to define a Frobenius functional by setting

$$
\varepsilon_{\alpha}: A \rightarrow \mathbb{F}, \quad \varepsilon_{\alpha}(a)=\alpha(a)(1) .
$$

Prior, we need to show that $\alpha(a)(1) \in \mathbb{F}$ for every $a \in A$.
Set $g_{i}=\alpha^{-1}\left(a_{i}^{*}\right)$ for $i=1, \ldots, r$, and write $g_{i}=\sum_{k=0}^{n_{i}} g_{i k} x^{k}$.

$$
\begin{aligned}
& \delta_{i j}=a_{i}^{*}\left(a_{j}\right)=\alpha\left(g_{i}\right)\left(a_{j}\right)=\alpha\left(\sum_{k=0}^{n_{i}} g_{i j} x^{k}\right)\left(a_{j}\right)=\sum_{k=0}^{n_{i}} \alpha\left(g_{i j} x^{k}\right)\left(a_{j}\right) \\
&=\sum_{k=0}^{n_{i}} \alpha\left(g_{i k}\right)\left(x^{k} a_{j}\right)=\sum_{k=0}^{n_{i}} \alpha\left(g_{i k}\right)\left(\sum_{m=0}^{k} N_{m}^{k}\left(a_{j}\right) x^{m}\right)=\sum_{k=0}^{n_{i}} \sum_{m=0}^{k} \alpha\left(g_{i k}\right)\left(N_{m}^{k}\left(a_{j}\right)\right) x^{m} .
\end{aligned}
$$
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$$
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## The main construction, IX

It remains to check that both constructions are inverse one to each other. Let $\varepsilon$ be a Frobenius functional on $A$. Following the above notation, for any $a \in A$,

$$
\varepsilon_{\alpha_{\varepsilon}}(a)=\alpha_{\varepsilon}(a)(1)=\varepsilon(a) .
$$

On the other hand, let $\alpha$ be an S-right isomorphism from $S$ to $S^{*}$. We want to check that $\alpha_{\varepsilon_{\alpha}}=\alpha$. Since both are right $S$-linear maps, it is enough if we prove that $\alpha_{\varepsilon_{\alpha}}(1)=\alpha(1)$.
And these two maps are right $R$-linear, so that the following computation, for $a \in A$, suffices:

$$
\alpha_{\varepsilon_{\alpha}}(1)(a)=\varepsilon_{\alpha}(a)=\alpha(a)(1)=\alpha(1)(a) .
$$

## Frobenius and semi Frobenius

The second condition in Theorem 3 (i.e., $S_{S} \cong S_{S}^{*}$ ) is quite close to the notion of Frobenius extension, and, as it appears "in Nature", probably deserves a name.
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With $R=\mathbb{F}[x]$ and $S=A[x ; \sigma, \delta]$, the following statements are equivalent:
(1) $A$ is a Frobenius $\mathbb{F}$-algebra,
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## Theorem 5

With $R=\mathbb{F}[x]$ and $S=A[x ; \sigma, \delta]$, the following statements are equivalent:
(1) $A$ is a Frobenius $\mathbb{F}$-algebra,
(2) the ring extension $R \subseteq S$ is right semi Frobenius,
(3) the ring extension $R \subseteq S$ is left semi Frobenius.

## Proof.

Apply Theorem 3 plus the well known identity $S^{\circ p}=A^{\circ p}\left[x ; \sigma^{-1},-\delta \sigma^{-1}\right]$.
¿Symmetry?
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## ¿Symmetry?

By Theorem 5, $\mathbb{F}[x] \subseteq A[x ; \sigma, \delta]$ is left semi Frobenius if and only if it is right semi Frobenius.
Problem: ¿ls the notion of a semi Frobenius ring extension left-right symmetric?
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Recall that the ring extension $R \subseteq S$ is Frobenius if there exists an isomorphism of bimodules ${ }_{R} S_{S}^{*} \cong{ }_{R} S_{S}$.

## ¿When is $\mathbb{F}[x] \subseteq A[x ; \sigma, \delta]$ Frobenius?

Recall that the ring extension $R \subseteq S$ is Frobenius if there exists an isomorphism of bimodules ${ }_{R} S_{S}^{*} \cong{ }_{R} S_{S}$.

## Theorem 6

With $R=\mathbb{F}[x]$ and $S=A[x ; \sigma, \delta]$. There exists a bijective correspondence between the sets of
(1) $R$-S-isomorphisms from $S$ to $S^{*}$.
(2) Frobenius functionals $\varepsilon: A \rightarrow \mathbb{F}$ satisfying $\varepsilon \sigma=\varepsilon$ and $\varepsilon \delta=0$.
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## Proof.

Let $\alpha: S_{R} \rightarrow S_{S}^{*}$ be an isomorphism corresponding to a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}$ under the bijection stated in Theorem 3.

Now, $\alpha$ is left $R$-linear if and only if $\alpha(x f)=x \alpha(f)$ for every $f \in S$.
But, since $\alpha$ is right $S$-linear, the latter is equivalent to the condition $\alpha(x)=x \alpha(1)$.
Both $\alpha(x)$ and $x \alpha(1)$ are right $R$-linear maps, so, they are equal if and only if $\alpha(x)(a)=(x \alpha(1))(a)$ for every $a \in A$.

## Proof.

Let $\alpha: S_{R} \rightarrow S_{S}^{*}$ be an isomorphism corresponding to a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}$ under the bijection stated in Theorem 3.

Now, $\alpha$ is left $R$-linear if and only if $\alpha(x f)=x \alpha(f)$ for every $f \in S$.
But, since $\alpha$ is right $S$-linear, the latter is equivalent to the condition $\alpha(x)=x \alpha(1)$.
Both $\alpha(x)$ and $x \alpha(1)$ are right $R$-linear maps, so, they are equal if and only if $\alpha(x)(a)=(x \alpha(1))(a)$ for every $a \in A$. Thus, from the computations

$$
\begin{gathered}
\alpha(x)(a)=\alpha(x a)(1)=\alpha(\sigma(a) x+\delta(a))(1)=\varepsilon(\sigma(a)) x+\varepsilon(\delta(a)), \\
(x \alpha(1))(a)=x \alpha(1)(a)=x \alpha(a)(1)=x \varepsilon(a)=\varepsilon(a) x,
\end{gathered}
$$

we get that $\alpha$ is left $R$-linear if and only if $\varepsilon(\sigma(a))=\varepsilon(a)$ and $\varepsilon(\delta(a))=0$ for every $a \in A$.

## ¿When is $\mathbb{F}[x] \subseteq A[x ; \sigma, \delta]$ Frobenius?, II

The following is the characterization which will be used to built an example of biseparable extension which is not Frobenius.

## Theorem 7

The ring extension $\mathbb{F}[x] \subseteq A[x ; \sigma, \delta]$ is Frobenius if and only if there exists a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}$ verifying $\varepsilon \sigma=\varepsilon$ and $\varepsilon \delta=0$.
$\mathbb{F}[x] \subseteq A[x ; \sigma, \delta]$ split
We keep the notation $R=\mathbb{F}[x], S=A[x ; \sigma, \delta]$.
Recall that the extension $R \subseteq S$ is said to be split if the inclusion map is a split monomorphism of $R$-bimodules.
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## Proposition 8

Assume that there exists a linear form $\xi: A \rightarrow \mathbb{F}$ such that

$$
\xi \sigma=\xi, \quad \xi \delta=0, \text { and } \xi(1)=1 .
$$

Then the ring extension $R \subseteq S$ is split.

## Proof.

Assume $\xi$ as in the statement. Define

$$
\pi: S \rightarrow R, \quad \sum_{i} f_{i} x^{i} \mapsto \sum_{i} \xi\left(f_{i}\right) x^{i} .
$$

A straightforward computation shows that $\pi$ is $R$-bilinear. Since $\pi(1)=\xi(1)$, we get that $\pi$ splits the inclusion $R \subseteq S$.
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The separability of $C \subseteq B$ is equivalent to the existence of $e \in B \otimes_{C} B$ is such that $b e=e b$ for all $b \in B$ and $\mu(e)=1$.

Such an element $e$ is called a separability element of the extension.
When the extension $\mathbb{F} \subseteq A$ is separable, we have just that $A$ is a separable $\mathbb{F}$-algebra.
For brevity, we denote by $\sigma^{\otimes}$ and $\delta^{\otimes}$ the maps

$$
\begin{aligned}
\sigma^{\otimes}: A \otimes_{\mathbb{F}} A & \rightarrow A \otimes_{\mathbb{F}} A \\
a_{1} \otimes a_{2} & \mapsto \sigma\left(a_{1}\right) \otimes \sigma\left(a_{2}\right) \\
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a_{1} \otimes a_{2} & \mapsto \sigma\left(a_{1}\right) \otimes \delta\left(a_{2}\right)+\delta\left(a_{1}\right) \otimes a_{2}
\end{aligned}
$$
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## Proposition 9

Let $A$ be a separable $\mathbb{F}$-algebra with separability element $p \in A \otimes_{\mathbb{F}}$. If $\sigma^{\otimes}(p)=p$ and $\delta^{\otimes}(p)=0$, then $R \subseteq S$ is a separable ring extension.

## Proof.

Consider $p \in S \otimes_{R} S$ via the map $A \otimes_{\mathbb{F}} A \rightarrow S \otimes_{R} S$ resulting from the embedding $A \otimes_{\mathbb{F}} A \rightarrow S \otimes_{\mathbb{F}} S$ followed by the projection $S \otimes_{\mathbb{F}} S \rightarrow S \otimes_{R} S$.

Clearly, $\mu(p)=1$, and $a p=p a$ for all $a \in A$. We need just to check that $x p=p x$.
Write $p=p_{1} \otimes_{R} p_{2}$ (sum understood).

$$
\begin{aligned}
& x p=x p_{1} \otimes_{R} p_{2}=\left(\sigma\left(p_{1}\right) x+\delta\left(p_{1}\right)\right) \otimes_{R} p_{2}=\sigma\left(p_{1}\right) \otimes_{R} x p_{2}+\delta\left(p_{1}\right) \otimes_{R} p_{2} \\
& \quad=\sigma\left(p_{1}\right) \otimes\left(\sigma\left(p_{2}\right) x+\delta\left(p_{2}\right)\right)+\delta\left(p_{1}\right) \otimes_{R} p_{2}=\sigma\left(p_{2}\right) \otimes_{R} \sigma\left(p_{1}\right) x+\sigma\left(p_{1}\right) \otimes_{R} \delta\left(p_{2}\right)+\delta\left(p_{1}\right) \otimes_{R} p_{2} \\
& \quad=\sigma^{\otimes}(p) x+\delta^{\otimes}(p)=p x
\end{aligned}
$$
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0 & a x_{1}^{2} \\
a x_{2} & a\left(x_{3}+x_{3}^{2}\right) .
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\begin{aligned}
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0 & 1
\end{array}\right) & =\xi\left(\begin{array}{cc}
a+a^{2}+a^{4} & 0 \\
0 & a+a^{2}+a^{4}
\end{array}\right) \\
& =\xi\left(a e_{0}\right)+\xi\left(a^{2} e_{0}\right)+\xi\left(a^{4} e_{0}\right)+\xi\left(a e_{3}\right)+\xi\left(a^{2} e_{3}\right)+\xi\left(a^{4} e_{3}\right) \\
& =1 .
\end{aligned}
$$

On the other hand, for any $x_{0}, x_{1}, x_{2}, x_{3} \in \mathbb{F}_{8}$,

$$
\begin{align*}
\delta\left(\begin{array}{ll}
x_{0} & x_{1} \\
x_{2} & x_{3}
\end{array}\right) & =\left(\begin{array}{ll}
0 & 0 \\
0 & a
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a x_{2} & a x_{3}
\end{array}\right)+\left(\begin{array}{l}
0 \\
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a x_{1}^{2} \\
a x_{3}^{2}
\end{array}\right)  \tag{9}\\
& =\left(\begin{array}{cc}
0 & a x_{1}^{2} \\
a x_{2} & a\left(x_{3}+x_{3}^{2}\right) .
\end{array}\right)
\end{align*}
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Therefore, $\xi \delta=0$. By Proposition 8 , the ring extension $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is split.
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Note that the kernel of $\xi$ contains the left ideal

$$
J=\left\{\left.\left(\begin{array}{ll}
0 & c_{2} \\
0 & c_{3}
\end{array}\right) \right\rvert\, c_{2}, c_{3} \in \mathbb{F} 8\right\}
$$

so that there is no Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}_{2}$ verifying $\varepsilon \sigma=\varepsilon$ and $\varepsilon \delta=0$.

## The Example, III

Let us prove that $\xi$ is the only non trivial $\mathbb{F}_{2}$-linear map satisfying the equalities $\xi \sigma=\xi$ and $\xi \delta=0$.
Let $\varepsilon: A \rightarrow \mathbb{F}_{2}$ be a non zero $\mathbb{F}_{2}$-linear map such that $\varepsilon \sigma=\varepsilon$. As reasoned above, it is determined by some values $\gamma_{0}, \nu_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{F}_{2}$. Nevertheless,

- If $\gamma_{1}=1$, then $\varepsilon \delta\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)=\varepsilon\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right)=1$,
- If $\gamma_{2}=1$, then $\varepsilon \delta\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)=\varepsilon\left(\begin{array}{ll}0 & 0 \\ a & 0\end{array}\right)=1$,
- If $\gamma_{3}=1$, then $\varepsilon \delta\left(\begin{array}{ll}0 & 0 \\ 0 & a\end{array}\right)=\varepsilon\left(\begin{array}{cc}0 & 0 \\ 0 & a^{2}+a^{3}\end{array}\right)=\varepsilon\left(\begin{array}{cc}0 & 0 \\ 0 & a+a^{2}+a^{4}\end{array}\right)=1$,
so that $\varepsilon \delta=0$ implies $\gamma_{1}=\gamma_{2}=\gamma_{3}=0$ and, hence, $\gamma_{0}=1$. Hence, $\varepsilon=\xi$.
Note that the kernel of $\xi$ contains the left ideal

$$
J=\left\{\left.\left(\begin{array}{ll}
0 & c_{2} \\
0 & c_{3}
\end{array}\right) \right\rvert\, c_{2}, c_{3} \in \mathbb{F} 8\right\}
$$

so that there is no Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}_{2}$ verifying $\varepsilon \sigma=\varepsilon$ and $\varepsilon \delta=0$. By Theorem 7, the extension $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is not Frobenius.

## The Example, IV

Finally, let us prove that the extension is separable.

## The Example, IV

Finally, let us prove that the extension is separable. Consider the element $p \in A \otimes_{\mathbb{F}_{2}} A$ given by

$$
\begin{aligned}
p= & \left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

## The Example, IV

Finally, let us prove that the extension is separable. Consider the element $p \in A \otimes_{\mathbb{F}_{2}} A$ given by

$$
\begin{aligned}
p= & \left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
a^{2} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{4} \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

This is a separability element of the extension $\mathbb{F}_{2} \subseteq A$, since it is the "composition" of the separability element $a \otimes a+a^{2} \otimes a^{2}+a^{4} \otimes a^{4}$ of the extension $\mathbb{F}_{2} \subseteq \mathbb{F}_{8}$, and the separability element $e_{0} \otimes e_{0}+e_{2} \otimes e_{3}$ of the extension $\mathbb{F}_{8} \subseteq A$.

## The Example, IV

Finally, let us prove that the extension is separable. Consider the element $p \in A \otimes_{\mathbb{F}_{2}} A$ given by

$$
\begin{aligned}
p= & \left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{4} \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

This is a separability element of the extension $\mathbb{F}_{2} \subseteq A$, since it is the "composition" of the separability element $a \otimes a+a^{2} \otimes a^{2}+a^{4} \otimes a^{4}$ of the extension $\mathbb{F}_{2} \subseteq \mathbb{F}_{8}$, and the separability element $e_{0} \otimes e_{0}+e_{2} \otimes e_{3}$ of the extension $\mathbb{F}_{8} \subseteq A$.

Since the Frobenius automorphism of $\mathbb{F}_{8}$ induces a permutation on $\left\{a, a^{2}, a^{4}\right\}$, it follows that

$$
\begin{aligned}
\sigma^{\otimes}(p)= & \left(\begin{array}{ll}
a^{2} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a^{2} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
a^{4} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{4} \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right) \\
= & p .
\end{aligned}
$$

## The Example, V

Let us now compute $\delta^{\otimes}(p)$. Recall $\delta^{\otimes}=\sigma \otimes \delta+\delta \otimes \mathrm{id}$.

## The Example, V

Let us now compute $\delta^{\otimes}(p)$. Recall $\delta^{\otimes}=\sigma \otimes \delta+\delta \otimes$ id. By (9) and (8), $\delta\left(\begin{array}{cc}c & 0 \\ 0 & 0\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$ for each $c \in \mathbb{F}_{8}$, so

$$
\delta^{\otimes}\left(\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right)\right)=\left(\begin{array}{cc}
a^{2+1} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right),
$$

for $0 \leq i \leq 2$.

## The Example, V

Let us now compute $\delta^{\otimes}(p)$. Recall $\delta^{\otimes}=\sigma \otimes \delta+\delta \otimes i d . \mathrm{By}(9)$ and (8), $\delta\left(\begin{array}{ll}c & 0 \\ 0 & 0\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$ for each $c \in \mathbb{F}_{8}$, so

$$
\delta^{\otimes}\left(\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right)\right)=\left(\begin{array}{cc}
a^{2^{i+1}} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2^{i}} & 0 \\
0 & 0
\end{array}\right)
$$

for $0 \leq i \leq 2$. Hence

$$
\begin{align*}
\delta^{\otimes}(p)= & \delta^{\otimes}\left(\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right)\right)+\delta^{\otimes}\left(\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{2} & 0 \\
0 & 0
\end{array}\right)\right) \\
& +\delta^{\otimes}\left(\left(\begin{array}{ll}
a^{4} & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
a^{4} & 0 \\
0 & 0
\end{array}\right)\right)+\delta^{\otimes}\left(\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)\right) \\
& +\delta^{\otimes}\left(\left(\begin{array}{ll}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)\right)+\delta^{\otimes}\left(\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)\right)  \tag{10}\\
= & \delta^{\otimes}\left(\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a \\
0 & 0
\end{array}\right)\right) \\
& +\delta^{\otimes}\left(\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)\right)+\delta^{\otimes}\left(\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)\right)
\end{align*}
$$

## The Example, VI

Moreover, by (9) and (8) again,

$$
\delta^{\otimes}\left(\left(\begin{array}{cc}
0 & 0 \\
a^{2^{i}} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2^{i}} \\
0 & 0
\end{array}\right)\right)=\left(\begin{array}{cc}
0 & 0 \\
a^{2^{i+1}} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2^{i+1}+1} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2^{i}+1} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2^{i}} \\
0 & 0
\end{array}\right)
$$

so we can follow the computations in (10) to get

$$
\begin{align*}
\delta^{\otimes}(p)= & \left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{3} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{5} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{3} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2} \\
0 & 0
\end{array}\right)  \tag{11}\\
& +\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{5} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{4} \\
0 & 0
\end{array}\right),
\end{align*}
$$

where we used that $a^{7}=1$.

## The Example, VII

The identities $a^{3}=a+a^{4}$ and $a^{5}=a^{2}+a^{4}$ in $\mathbb{F}_{8}$ allow us to expand (11) in order obtain

$$
\begin{align*}
\delta^{\otimes}(p)= & \left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a+a^{4} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2}+a^{4} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a+a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2}+a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right) \\
= & \left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)  \tag{12}\\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{cc}
0 & a^{2} \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
a & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{2} \\
0 & 0
\end{array}\right) \\
& +\left(\begin{array}{cc}
0 & 0 \\
a^{2} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
a^{4} & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & a^{4} \\
0 & 0
\end{array}\right)=0 .
\end{align*}
$$

## The Example, VIII

Conclusion: Therefore, $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is separable. Hence $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is a biseparable extension which is not Frobenius.

## The Example, VIII

Conclusion: Therefore, $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is separable. Hence $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is a biseparable extension which is not Frobenius. It is semi Frobenius, since $A$ is a Frobenius $\mathbb{F}_{2}$ algebra.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960. Let $C \subseteq B$ be a ring extension and let $\kappa: C \rightarrow C$ be an automorphism.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960. Let $C \subseteq B$ be a ring extension and let $k: C \rightarrow C$ be an automorphism.
There is a structure of left $C$-module on $C$ given by $a{ }_{k} b=k(a) b$ for each $a, b \in C$.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960. Let $C \subseteq B$ be a ring extension and let $k: C \rightarrow C$ be an automorphism.
There is a structure of left $C$-module on $C$ given by $a{ }_{k} b=k(a) b$ for each $a, b \in C$.
The $C-B$-bimodule structure on $B^{*}{ }_{\kappa} \operatorname{Hom}\left(B_{C},{ }_{k} C_{C}\right)$ is then given by $(a f b)(c)=a \cdot{ }_{k} f\left(b^{\prime} c\right)=k(a) f(b c)$ for any $f \in B^{*_{\kappa}}, a \in C$ and $b, c \in B$.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960.
Let $C \subseteq B$ be a ring extension and let $k: C \rightarrow C$ be an automorphism.
There is a structure of left $C$-module on $C$ given by $a{ }_{k} b=k(a) b$ for each $a, b \in C$.
The $C-B$-bimodule structure on $B^{*}{ }_{\kappa} \operatorname{Hom}\left(B_{C, k} C_{C}\right)$ is then given by $(a f b)(c)=a \cdot{ }_{k} f\left(b^{\prime} c\right)=k(a) f(b c)$ for any $f \in B^{*_{\kappa}}, a \in C$ and $b, c \in B$.

## Definition 10

The ring extension $C \subseteq B$ is said to be a $k$-Frobenius extension, or a Frobenius extension of second kind, if $B$ is a finitely generated projective right $C$-module, and there exists a $C-B$-isomorphism from $B$ to $B^{*_{\kappa}}$.

## Nor of second kind, I

Let us recall the notion of a Frobenius extension of second kind, introduced by Nakayama and Tsuzuku in 1960.
Let $C \subseteq B$ be a ring extension and let $k: C \rightarrow C$ be an automorphism.
There is a structure of left $C$-module on $C$ given by $a{ }_{k} b=k(a) b$ for each $a, b \in C$.
The $C-B$-bimodule structure on $B^{*}{ }_{\kappa} \operatorname{Hom}\left(B_{C, k} C_{C}\right)$ is then given by $(a f b)(c)=a \cdot{ }_{k} f\left(b^{\prime} c\right)=k(a) f(b c)$ for any $f \in B^{*_{\kappa}}, a \in C$ and $b, c \in B$.

## Definition 10

The ring extension $C \subseteq B$ is said to be a $k$-Frobenius extension, or a Frobenius extension of second kind, if $B$ is a finitely generated projective right $C$-module, and there exists a $C-B$-isomorphism from $B$ to $B^{*_{\kappa}}$.

## Nor of second kind; II

We keep denote $\mathbb{F}[x]=R \subseteq S=A[x ; \sigma, \delta]$.

## Proposition 11

Let $\kappa: R \rightarrow R$ be an automorphism with $k(x)=m x+n$ for some $m, n \in \mathbb{F}$ with $m \neq 0$. There exists $a$ bijection between the sets of
(1) $R$-S-isomorphisms $\alpha: S \rightarrow S^{*_{\kappa}}$.
(2) Frobenius functionals $\varepsilon: A \rightarrow \mathbb{F}$ verifying $\varepsilon \sigma=m \varepsilon$ and $\varepsilon \delta=n \varepsilon$.

## Nor of second kind; II

We keep denote $\mathbb{F}[x]=R \subseteq S=A[x ; \sigma, \delta]$.

## Proposition 11

Let $\kappa: R \rightarrow R$ be an automorphism with $k(x)=m x+n$ for some $m, n \in \mathbb{F}$ with $m \neq 0$. There exists $a$ bijection between the sets of
(1) $R$-S-isomorphisms $\alpha: S \rightarrow S^{*_{\kappa}}$.
(2) Frobenius functionals $\varepsilon: A \rightarrow \mathbb{F}$ verifying $\varepsilon \sigma=m \varepsilon$ and $\varepsilon \delta=n \varepsilon$.

## Proof.

By Theorem 3, there exists a left $S$-isomorphism $\beta: S \rightarrow S^{*}$ if and only if there exists a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}$. Now, analogously to the proof of Theorem 7,

$$
\kappa(x) \beta(1)(a)=m \varepsilon(a) x+n \varepsilon(a) .
$$

and

$$
\beta(x)(a)=\beta(1)(x a)=\beta(1)(\sigma(a) x+\delta(a))=\varepsilon(\sigma(a)) x+\varepsilon(\delta(a))
$$

for every $a \in A$. Hence, $\beta$ is left $R$-linear if and only if $\varepsilon \sigma=m \varepsilon$ and $\varepsilon \delta=n \varepsilon$.

## Nor of second kind, III

¿Are biseparable extensions Frobenius extensions of second kind? The answer is again negative.
We will show a counterexample with the help of the following

## Theorem 12

$R \subseteq S$ is a Frobenius extension of second kind if and only if there exists a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}$ and $m, n \in \mathbb{F}$ with $m \neq 0$ such that $\varepsilon \sigma=m \varepsilon$ and $\varepsilon \delta=n \varepsilon$.

## Example 13 (Biseparable extensions are not necessarily Frobenius of second kind)

The same example $S=\mathcal{M}_{2}\left(\mathbb{F}_{8}\right)[x ; \sigma, \delta]$ also provides an example of a biseparable extension which is not Frobenius of second kind. By Theorem 12, $\mathbb{F}_{2}[x] \subseteq A[x ; \sigma, \delta]$ is Frobenius of second kind if and only if there exists a Frobenius functional $\varepsilon: A \rightarrow \mathbb{F}_{2}$ verifying $\varepsilon \sigma=\varepsilon$ and $\varepsilon \delta=\varepsilon$ (since we know that $R \subseteq S$ is not Frobenius). As reasoned before, $\varepsilon$ is determined by four values $\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{F}_{2}$ such that $\varepsilon\left(a^{2^{i}} e_{j}\right)=\gamma_{j}$ for $i=0,1,2$ and $j=0,1,2,3$. Now,

- If $\gamma_{0}=1$, then $0=\varepsilon \delta\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right) \neq \varepsilon\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)=1$,
- If $\gamma_{1}=1$, then $0=\varepsilon \delta\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right) \neq \varepsilon\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right)=1$,
- If $\gamma_{2}=1$, then $0=\varepsilon \delta\left(\begin{array}{cc}0 & 0 \\ a^{2} & 0\end{array}\right) \neq \varepsilon\left(\begin{array}{cc}0 & 0 \\ a^{2} & 0\end{array}\right)=1$,
- If $\gamma_{3}=1$, then $0=\varepsilon \delta\left(\begin{array}{cc}0 & 0 \\ 0 & a^{2}\end{array}\right) \neq \varepsilon\left(\begin{array}{cc}0 & 0 \\ 0 & a^{2}\end{array}\right)=1$,
so that $\varepsilon \delta=\varepsilon$ if and only if $\varepsilon=0$. Thus, $R \subseteq S$ is not Frobenius of second kind.
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