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## An opinion of John Nash, 1958:

The open problems in the area of nonlinear p.d.e. are very relevant to applied mathematics and science as a whole, perhaps more so that the open problems in any other area of mathematics, and the field seems poised for rapid development. It seems clear, however, that fresh methods must be employed...

Little is known about the existence, uniqueness and smoothness of solutions of the general equations of flow for a viscous, compressible, and heat conducting fluid...
"Continuity of solutions of elliptic and parabolic equations", paper published in Amer. J. Math, 80, no 4 (1958), 931-954
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u_{t}=\Delta u^{m}=\nabla \cdot(c(u) \nabla u)
$$

density-dependent diffusivity

$$
c(u)=m u^{m-1}\left[=m|u|^{m-1}\right]
$$

- Equation degenerates at $u=0$ if $m>1$, Porous Medium Case
- Equation is singular at $u=0$ if $m<1$, Fast Diffusion Case
- Situation is inverted as $u \rightarrow \infty$
- Fast Diffusion can cover in principle the ultrafast range $m \leq 0$, even if $u$ has changing sign: $\Longrightarrow c(u)=|u|^{m-1}$. Then

$$
u=\nabla \cdot(c(u) \nabla u)=\Delta\left(|u|^{m-1} u / m\right)
$$

## Applied motivation for the PME

- Flow of gas in a porous medium (Leibenzon, 1930; Muskat 1933)

$$
\left\{\begin{aligned}
\rho_{t}+\operatorname{div}(\rho \mathbf{v}) & =0 \\
\mathbf{v}=-\frac{k}{\mu} \nabla p, \quad p & =P(\rho) .
\end{aligned}\right.
$$

Second line left is the Darcy law for flows in porous media (Darcy, 1856). Porous media flows are potential flows due to averaging of Navier-Stokes on the pore scales. $\rho$ is density, $p$ is pressure.
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Second line left is the Darcy law for flows in porous media (Darcy, 1856). Porous media flows are potential flows due to averaging of Navier-Stokes on the pore scales. $\rho$ is density, $p$ is pressure.

- If $P(\rho)$ is a power, $P=\rho^{\gamma} \geq 1$, we get the PME with $m=1+\gamma \geq 2$.
If not, we get the general Filtration Equation:

$$
\rho_{t}=\operatorname{div}\left(\frac{k}{\mu} \rho \nabla P(\rho)\right):=\Delta \Phi(\rho)
$$
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- Many more (boundary layers, dopant diffusion, stochastic processes, images, ...); you may find $m \leq-1$
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- and you can see that for $u \sim 0$ it looks like the eikonal equation

$$
u_{t}=|\nabla u|^{2}
$$

This is not parabolic, but hyperbolic (propagation along characteristics).
Mixed type, mixed properties.

- No big problem when $m>1, m \neq 2$. The pressure transformation gives:

$$
v_{t}=(m-1) v \Delta v+|\nabla v|^{2}
$$

$$
\begin{array}{r}
\text { where } v=c u^{m-1} \text { is the pressure; normalization } c=m /(m-1) . \\
\text { This separates } m>1 \text { PME - from }-m<1 \text { FDE }
\end{array}
$$

$\qquad$
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## FDE profiles

- We again have explicit formulas for $1>m>(n-2) / n$ :

$$
\mathbf{B}(x, t ; M)=t^{-\alpha} \mathbf{F}\left(x / t^{\beta}\right), \quad \mathbf{F}(\xi)=\frac{1}{\left(C+k \xi^{2}\right)^{1 /(1-m)}}
$$
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\begin{aligned}
& \alpha=\frac{n}{2-n(1-m)} ; \quad \text { if } n=2, \text { then } \alpha=1 / m \\
& \beta=\frac{1}{2-n(1-m)}>1 / 2 ; \quad \text { if } n=2, \text { then } \beta=1 / 2 m
\end{aligned}
$$

Solutions for $m<1$ with fat tails (polynomial decay; anomalous distributions)
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- Big problem: What happens for $m<(n-2) / n$ ? Most active branch of PME/FDE. New asymptotics, extinction, new functional properties, new geometry and physics.
Many authors: J. King, geometers, $\ldots \rightarrow$ my book "Smoothing".
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& \alpha=\frac{n}{2-n(1-m)} ; \quad \text { if } n=2, \text { then } \alpha=1 / m \\
& \beta=\frac{1}{2-n(1-m)}>1 / 2 ; \quad \text { if } n=2, \text { then } \beta=1 / 2 m
\end{aligned}
$$

Solutions for $m<1$ with fat tails (polynomial decay; anomalous distributions)

- Big problem: What happens for $m<(n-2) / n$ ? Most active branch of PME/FDE. New asymptotics, extinction, new functional properties, new geometry and physics.
Many authors: J. King, geometers, $\ldots \rightarrow$ my book "Smoothing".
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## Log Diffusion. Measures

- We consider in $d=2$ the log-diffusion equation

$$
u_{t}=\Delta \log u
$$

We assume an initial mass distribution of the form

$$
d \mu_{0}(x)=f(x) d x+\sum M_{i} \delta\left(x-x_{i}\right) .
$$

where $f \geq 0$ is an integrable function in $\mathbb{R}^{2}$, the $x_{i}, i=1, \cdots, n$, are a finite collection of (different) points on the plane, and we are given masses $0<M_{n} \leq \cdots \leq M_{2} \leq M_{1}$. The total mass is

$$
M=M_{0}+\sum M_{i}, \quad \text { with } M_{0}=\int f d x
$$
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## Log Diffusion

- Theorem Under the stated conditions, there exists a limit solution of the log-diffusion Cauchy problem posed in the whole plane with initial data $\mu_{0}$. It exists in the time interval $0<t<T$ with $T=M / 24 \pi$. It satisfies the conditions of maximality at infinity ( $\rightarrow$ uniqueness). The solution is continuous into the space of Radon measures, $u \in C\left([0, T]: \mathcal{M}\left(\mathbb{R}^{2}\right)\right)$, and it has two components, singular and regular.
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- We may use the concept of renormalized solution. (Mention authors here).

We put $v=H(u)$ with $H^{\prime}(u)=h(u)$ compactly supported (for instance). Equation becomes
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v_{t}=\nabla \cdot\left(\frac{1}{u} \nabla v\right)-\frac{h^{\prime}(u)}{u h(u)^{2}}|\nabla v|^{2}
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with data $v(x, 0)=\log u_{0}(x)$ a nice function in principle at the Dirac mass singularities. Note that last term is $\left(h^{\prime}(u) / u\right)|\nabla u|^{2}$.
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