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ABSTRACT

The aim of this research was to identify studept®conceptions concerning statistical

association in contingency tables. An experimestiadly was carried out with 213 pre-university

students, and it was based on students' responsaswtitten questionnaire including 2x2, 2x3

and 3x3 contingency tables. In this article, thedshts' judgments of association and solution
strategies are compared with finding of previouggb®logical research on 2x2 contingency
tables. We also present an original classificatminstudents' strategies, from a mathematical
point of view. Correspondence analysis is usedhtmasthe effect of item task variables on
students' strategies. Finally, we include a quaN& analysis of the strategies of 51 students,
which has served to characterize three misconceptimncerning statistical association.

The concepts and procedures involved in the stddyooelation and regression are
intended to determine statistical dependence oglstiips between numerical variables.
The extension of the idea of correlation to qualiea variables has originated the
general concept of association, the teaching ofchviis a fundamental topic in the
statistics curricula of many different universitygiees. In secondary education and pre-
university courses, three different topics areudeld in the teaching of association: the
analysis of contingency tables, the determinatibrcasrelation between quantitative
variables, and the comparison of a numerical vaiabtwo or more samples.

The concept of association or statistical depeceldmas great relevance to
mathematics education, because it extends funt¢ta@pmendence and it is fundamental
for many statistical methods, for it allows us todal numerous phenomena in different
sciences (e.g., biology, economics, medicine, ddwuta This topic has significant
connections with research on functional thinkingd asther areas of mathematics
education, such as probability and proportionakoeang. The main goal in many of
these applications is to find causal explanatighgat permit us to understand our
environment. However, the association does notsseciy imply a causal relationship.
Sometimes, due to the influence of concurrent factd is possible to find a high
coefficient of association among variables whenrghis no causal link (spurious
correlation).

Besides this epistemological difficulty, psychdtmj research has shown that
judging association is not an intuitive ability. With sometimes base their judgment on
their previous beliefs about the type of assoamtioat ought to exist between the
variables that are to be studied rather than orethgirical contingencies presented in
the data. The existence of these preconceptionstabe nature of the empirical
relationship in problematic situations presentstlagio difficulty for the teaching of
association. Despite these epistemological and hodygical issues, no previous
research on this topic has been carried out in enadics education, and most
psychological research has only concentrated orc@rfingency tables.

The experimental study reported here, which wasexd out with a sample of
213 pre-university students, sought to identifydstuts’ preconceptions concerning
association in contingency tables. Their writtespnses to a questionnaire concerning
2x2, 2x3 and 3x3 contingency tables are analyzewh fdifferent points of view. First,
we discuss the type of association perceived bysthdents for the different items,
relating their association judgments to the taskabtes. Second, we analyze the
students' solution strategies, comparing our reswith previous research into 2x2
contingency tables. We present an original classifbbn of these strategies, from a



mathematical point of view, in which we identifyramepts and theorems in action as
described by Vergnaud (1982). Finally, we discuss gualitative analysis of an

additional sample of 51students' responses andchctesize different misconceptions
concerning statistical association.

As Confrey (1990) has pointed out, the relevanteesearch on students'
conceptions lies in the fact that sometimes theseeaptions differ in fundamental ways
from the scientific concepts that we try to ted€urthermore, students' conceptions are
resistant to change in spite of instruction. Althpbumany students in our study
demonstrated correct or partially correct judgmeatsl solutions strategies, the
misconceptions and incorrect strategies presentekis article indicate a gap between
the meaning of association that we try to teact,tha subjective meaning that students
may attribute to this concept (Godino & Bataner@4). In the following sections all
of these aspects will be described, starting witlsummary of the psychological
research on which our study was based.

PSYCHOLOGICAL RESEARCH ON CONTINGENCY TABLES

Piaget and Inhelder's Study

The study of reasoning about statistical assariastarted with Inhelder and
Piaget (1955), who considered the understandingssbciation as the final step in
developing the idea of probability. According teemh, the evolutionary developments
of the concepts of association and probabilityratated, and understanding association
has as prerequisites the comprehension of propatitg, probability, and
combinatorics. Consequently, they only studied oeexy about association with
children in their formal operation stage (llla dfid). They proposed to the subjects the
problem of the association between eyes and hlir,cand used a set of colored cards
with drawings of faces as an experimental devie& @nd brown hair; blue and dark
eyes). In order to explain their results, Inhelderd Piaget classified the four
possibilities of combining eyes and hair color adaay to the layout presented in Table
1, in which a, b, ¢ and d represent the absolaguiencies in four cells (fair hair, blue
eyes; fair hair, dark eyes; brown hair, blue ey@swn hair, dark eyes). This is the
simplest form of a contingency table or cross-taboh involving two variables that is
used to summarize the frequencies in a populatiGample.

Tablel. Typical Format for a 2x2 Contingency Table

B NotB Total
A a b a+b
NotA c d cd
Total atc b+d a+b+c+d

Piaget and Inhelder found that at stage Illa sash@escents only analyze the
favorable positive cases in the association (egllf Table 1). In other cases they only
compare the cells two by two. When they admit tihet cases in cell [d] (absence-
absence) are also related to the existence of iaiso¢ they do not understand that
cells [a] and [d] have the same meaning concenmiagssociation, and that they should
compare [a] with [b] or [c] with [d] instead. Thfact is explained by observing that,
although stage llla subjects can compute singlbabilities, understanding association



requires considering quantities (a+d) as favorableghe association and (b+c) as
opposed to it and also that it is necessary toidenshe relation:
R= (a+d)-(b+c)
(a+d)+(b+c)

where R represents the difference between casésneimyg the association (a+d) and
cases opposed to it (b+c) compared to all the piisigis. According to Piaget and
Inhelder, recognition of this fact only happendatyears of age (stage Ilib).

Subsequent Research into Judging Association inT2kks

Following Piaget and Inhelder, several psychoksgmave studied the judgment
of association in 2x2 contingency tables in aduwlssng various kinds of tasks and, as a
consequence, it has been noted that subjects perfoorly establishing judgments
about association. For example, Smedslund (19&8)ddhat some adult students based
their judgment exclusively on cell [a] or by comipgr[a] with [b].

The difficulty of this type of task is shown byetfact that, as Jenkins and Ward
(1965) pointed out, even the strategy of compating diagonals in the table -
considered correct by Piaget and Inhelder- is amid in tables that have equal
marginal frequencies for the independent variablevertheless, in the research of
Allan and Jenkins (1983) and Shaklee and Tucke8@)L¢his strategy was widely used
by adults. For the general case, Jenkins and Wagbped as the correct strategy the
comparison of the difference between the two comabdd probabilities, P(B|A) and
P(B|NotA), i.e.,

a o
a+t b) (c + d)

Pérez Echevarria (1990) summarized the stratedias have been identified in
psychological research. In her opinion these gir@secan be divided into 5 levels of
performance:

Level 1:using only one cell in the table; usually, ce]l [a

Level 2 comparing [a] with [b] or [a] with [c].

Level 3 comparing [a] with [b] and [a] with [c].

Level 4 using all four cells in the table; but they useliive comparisons.

Level 5 using all four cells in the table; employing niplicative comparisons.

P=(

Chapman and Chapman (1969) reported another finldawgng implications for this
study. They found that subjects often hold expemtat and beliefs about the
relationship between the variables that suggest irarap contingencies. This
phenomenon has been described as "illusory caoeldbecause people maintain their
beliefs in spite of evidence of the independende/éen the variables. The subjects’ life
experiences and cultural environment contributeh® formation of these personal
theories, which they use to interpret data andsfaobund them. Jennings, Amabile and
Ross (1982), Wright and Murphy (1984), and Alloydanabachnik (1984), among
others, have studied the effect that previous theambout the context of a problem
have on judging association.

The general conclusion is that when there is agee¢ between data and
previous expectations people increase their confiden the attribution of co-variation.
On the other hand, when data do not coincide whttsé¢ expectations, there is a
cognitive conflict and the accuracy of the peraamptof co-variation depends on the
relative strength of the two sources of informatibmally, as Scholz (1991) described,



later studies have shown that, for the same adswtiaroblem structure, people change
their strategies depending on the characterisfittseataks.

All of these results, as well as the importanceéhes concept in statistics, point
to the need to carry out research on students'rstasheling of statistical association in
order to plan appropriate instruction. In the faliog section, we describe our study of
students' preconceptions concerning statisticalciestson in contingency tables.

METHOD

The study we describe here is part of a largesareh project concerning the
effect of a teaching experiment, based on problerrg and the use of computers, on
the learning of statistical association (Estep®4)9In this section we briefly review
the sample, questionnaire, and data analysis puoeecsed in this study.

Sample

The sample consisted of 213 students in theiryaat of secondary school (17-
18 year-old students) attending three differenhrsghools in the city of Jaén (eight
different student groups were used). It is at thigel that the topic of association is
introduced in the Spanish curriculum.The questimenaas given to the students before
the teaching of association began. So this study lbeaconsidered as research into
students' preconceptions concerning statisticalcestson (Confrey, 1990).

About half of the students (113) were males aalfl Wmhere females (110); 124
students had followed a scientifically-oriented rmulum and the rest a humanities-
oriented curriculum. Although both groups of studemad studied mathematics
throughout their previous studies, in the firstugr@ stronger emphasis was given to the
subject and they had more opportunities to applyhemaatics in other scientific
subjects, such as physics or chemistry. Concerstiatstics, both groups were taught
frequency distribution, graphical representatioreasurements of location, and the
spread of univariate statistical variables. Thepdlad been introduced to probability in
the first year of secondary school (when they wiet€l5 years old). This study has a
guasi-experimental character, because of the nmiera nature of the samples of
students and problems.

Questionnaire

The questionnaire included five items concernimgtingency tables and is
presented as an appendix. These five items invdlweg task variables.

V1: Type of tableBecause most research done in psychology has 2i&d
tables, we included three items of this kind. Weoahcluded a 2x3 table and a 3x3
table, to assess the similarities in difficulty éé\and solution strategies between 2x2
tables and higher dimension tables. Another redasatonsider 2x3 and 3x3 tables is
that the study of association in the curriculumas restricted to 2x2 tables.

V2: Sign of the associatiorAll three possible cases -direct, inverse and
independence- were used in 2x2 tables. In the akk tthe association was between
ordinal variables. The sign of association was aymplicable to the 3x3 table used
because it involved nominal variables.

V3: Relationship between context and prior beligfe association suggested by
the context of the problem and the empirical asdimei presented in the table may
coincide (theory agrees with data) or not (theaggyagainst data). The precise values
assigned to each of these variables in the diftetems are shown in Table 2.



Table 2. Values of task variables in the differenitems

ltem
1(Smoking) 2 (Diet) 3 (Allergy) 4 (Exam) 5 (Laadity)
V1 2x2 2x2 2x2 2x3 3x3
V2 Independence Inverse Direct Direct Independence
V3 Theory Unfamiliar Unfamiliar Theory Unfamiliar
contradicted context context supported context

Note: V1: Type of Table; V2: Sign of the associativ/3: Relationship between context
and prior belief

Data analysis

In each item we analyzed the type of associateyngived by the students
(direct association, inverse association, or inddpace). In addition, the students’
written responses to the questionnaire were categgband, after several successive
revisions, two different schemes were developedlssifying students' solution
strategies. The first scheme was based on prep®ychological research, especially
Perez Echevarria's results (1990). For the secomehse we used Vergnaud's (1982)
notion oftheorem in action

A pilot study with an additional sample of 51 stats was used to check the
reliability and the coding system for the studeatswers. Since factor analysis of
students' answers to the complete questionnaira mawgltidimensional structure, a
generalizability study (Brennan, 1983) was donstgad of computing an internal
consistency index. For the complete questionnag®btained a generalizability index,
G = 0.86, as a measure of the possibility of extemdur conclusions to the
hypothetical item population and another index, G4, of generalizability to the
subjects’ population. This pilot sample was alsdus perform a qualitative study of
the interrelation between strategy and the typessbciation perceived by the students,
in order to characterize students' misconceptionserning statistical association. The
results of all of these analyses are presentdukifailowing sections.

RESULTS AND DISCUSSION

Analysis of Association Judgments

Although many students provided a correct associajudgment for the
different items, three different factors influendedk difficulty: table size, the students’
previous theories about the context of the problema, the lack of perception of inverse
association. In Table 3, we present the frequenares percentages of the types of
association perceived by the students in Itemsrdugh 4. On Item 5 (laterality) , in
which the sign of association was not applicab®9 students (60.6% of the total
number of students) gave the correct answer (intepee), 23 students (10.8%)
considered the existence of association, and @iests (28.6%) provided no answer.



Table 3. Frequency (and percent of) type of assotian perceived by the students
for Items 1 through 4

Type of association

Item Independence Direct Inverse No
answer
1 84(38.4)* 118(55.4) 1(0.5) 10(4.7)
2 65(30.5) 25(11.7) 108(50.7)*15(7.0)
3 9(4.2) 194(91.1)* 3(1.4) 7(3.3)
4 219(8.9) 186(87.3)* 8(3.8)

The difficulty level was very low for items 3 (altgy) and 4 (exam), which involve
direct association. Moreover, the nature of thésmms was such that either the strength
of the association was high and students had ndque theory (items 3) or students'
expectations about the type of association coimcigigh the contingency presented in
the data (item 4).

Item 5 (laterality) was of moderate difficulty,ttaugh it is a 3x3 table and
involves independence; despite the fact that a Inigmber of students provided no
answer. Compared with Item 1 (smoking), which is2x2 table and refers to
independence, the difference in difficulty is netible. For item 1 most students
considered the association as direct, becausesthilse expected type of association
suggested by the context of the problem (smokimtgcanigh).

As Crocker (1981) pointed out, judging the relasioip between different events
and evaluating environmental contingencies is my a mathematical problem, it is a
task in which our previous knowledge about the phena is used and so the context
of the information exercises a notable influenagttfermore, the case of independence
in a 2x2 contingency table corresponds to compativay probabilities in which the
numbers of favorable and unfavorable cases areopiopal. This type of task is,
according to Piaget and Inhelder (1951), the md§twdt one when comparing two
probabilities because it requires level llib of Ipabilistic reasoning in order to be
completed successfully.

Finally, on item 2 (drug), which was of moderat#icllty, a significant number
of students interpreted the fact that taking thegdmplies no digestive troubles as
independence, rather than as an inverse associdts result confirms Jenkins and
Ward's thesis (1965), that, in causal contextsseawnd effects are not perceived
symmetrically by subjects. When there is a largenimer of cases in which cause is
present but effect is not, subjects will conclutlattthere is no relationship between
cause and effect.

We suggest that the students who consider as endepce the fact that taking
the drug implies no digestive troubles had_an wedional conceptiorof statistical
association. They considered only the associatiwden two statistical variables when
the sign of association is direct and judged thesrige association as independence.
This interpretation of the students' answers wagaeed by the qualitative analysis of
the students’ strategies. (This analysis is discussthe next section.)

This unidirectional conception can also be idédif in the historical
development of the association concept. As PeafE®20) pointed out, even Galton
was not conscious of the possibility of an invemssociation when he defined
correlation in his speech to the Royal Society atdnber 5th, 1888. "Two variable
organs are said to be correlated when the variatfaine one is accompanied on the




average by more or less variation of the other, @nthe same direction" (Galton,
quoted in Pearson, 1920, p. 199). Pearson alsateepthat the consideration of the
meaning of a negative correlation coefficient wag do Weldon, who published an
article related to this subject in 1892.

Classification of Students' Strategies

The correct judgment of association by the stumaldes not allow one to
evaluate their preconceptions concerning statistassociation because, as many
authors have noted, it is possible to get a cofjretgment with an incorrect strategy.
From the point of view of mathematics educatiom, #ility to provide both a correct
judgment and a correct strategy are needed fordaguate understanding of this
concept. To evaluate this second aspect, we didifie students' strategies in two
different ways. The aim of this section is to prés¢he results of these two
classifications.

Levels of Elaboration of Students' Strategies
First, students' strategies were classified adegrdb the levels of difficulty
proposed by Pérez Echeverria (1990) for 2x2 coeting tables, which we extended to
general tables. The results of this classificatwe presented in Table 4. In the 2x2
tables we obtained a higher percentage of studantsvels 1, 4 and 5 than Perez
Echevarria, and a smaller percentage in levelsdiZa(iThis author obtained on average
3.7% in level 1, 30.5% in level 2, 15.7% in level33.2% in level 4, and 12% in level
5).
Table 4. Frequency (and percent of) students' stragies in the different items
classified by level of elaboration

ltem
Level of elaboration1 (2x2) 2 (2x2) 3(2x2) 4(2x3) 5(3x3)
1 29(13.6)26(13.6)22(10.3) 6(2.8) 0
2 62(29.1)40(18.8)50(23.5)100(46.9)28(13.2)
3 1(0.5) 0 9 2(0.9) 22(10.4)
4 15(7.0) 74(34.7)70(32.3) 66(31.0) 58(27.2)
5 45(21.1)51(23.9)45(21.1) 12(5.6) 14(8.9)
Other 56(26.3)18(8.5) 23(10.8) 21(9.9) 37(17.4)

No argument 52.3) 4(1.9) 3(1.4) 6(2.8) 49(23.0)

These differences can be explained by the fact #tthiough we chose the same context
for the problems as Pérez Echeverria used in fsareh for items 1, 2, and 3, we
varied the format of the items and the frequenoiethe cells for items 1 and 3. We
must also consider that our students (pre-uniwegitdents who had not previously
studied this topic) were younger than those of P&ahevarria (students of psychology
in their last year at university, who had takerrevpus course in statistics during their
course of study).

In general, we found good intuitive ability fordging association in 2x2
contingency tables in a significant percentage wf siudents. We also note the large
number of students who were incapable of providarg argument for the 3x3
contingency table (33 cases out of 213) or who waerable to make a judgment of
association in this table (49 additional cases)s €hnfirms the greater difficulty of the



task when the dimension of the table are increa&ed, people do not maintain the
same level of performance for the different typetasks.
Classification of Students' Strategies from a Matagcal Point of View

In studying the strategy levels, we noticed thame students proved their
correct intuitive conceptions as they solved thebfam by comparing the different
probabilities (level 5 strategies). But the conoafpassociation is not simple and some
students who used levels 1 to 4 may have had ¢antative conceptions concerning
some properties of association mixed with otheorlirect conceptions. This led them to
choose an incorrect or partially correct stratedil. these conceptions need to be
identified in order to plan adequate instruction.

In order to identify which of the properties lirkéo the concept of association
were intuitively used correctly or incorrectly byuro students, we developed a
classification of students' strategies accordingh® mathematical concepts involved
and theorems in action implied in the differentqadures used and the type of errors.
Such a classification is, in Vegnaud's (1982) apinessential for didactical analysis. In
the following paragraphs we describe this clasaiion.

Correct strategiesThree completely correct strategies were found.

S1: Comparison of all conditional relative freqagndistributions h(BA;) of
every value Bfor two or more different values of AFor example, in item 1 (smoking),
the proportion of bronchial disease in the smokesis compared to the proportion of
bronchial disease in nonsmokers.

Students who employed this strategy were impjicitising the following
theorem, T1: "The dependence of a variable B orth@movariable A implies the
variation of the relative conditional frequencig€8;pA;) when A varies." This involves
the comparison of rows. The strategy of comparwigrans is also included here. Some
students implicitly used the following theorem, T3tatistical dependence of a variable
B on another variable A implies also some staastiependence of A on B."

S2: Comparison of only one conditional relativeduency h(fA;), for a fixed
value j, for each possible value with the marginal frequency;hFor example, in item
1the proportion of bronchial disease in smokers w@®pared to the proportion of
bronchial disease in the total sample.

Here, students implicitly used the theorem, T&hdd8pendence means the
invariance of the distribution of B when conditiongith a value A" (rows and
columns could be interchanged).

S3: Odds comparisonThe students neither quantified nor compared the
conditional frequencies, but they compared theueagies of cases in favor of B and
cases against B (or compared the ratio of thespidrecies) for each value of A. For
example, in itemlstudents compared the ratio betvemple with bronchial disease
and those without bronchial disease who smoke (QOWGith the same ratio for
nonsmokers (60/40). In this strategy the theore#),i§ implicit: "There is a univocal
correspondence between the probability of an eaadtits odds ratio." It is this idea
that serves as a base for the definition of thes@dtlo as a measure of association.
Partially correct strategies Eight strategies were identified that were coased
partially correct.

S4: Comparison of two or more absolute conditiofrajuency distributions
with the corresponding marginal absolute frequenityis similar to strategy S1, in
which students implicitly used a version of theordh, without using relative
frequencies explicitly. Instead, they performed Iqatve or additive comparisons of
the absolute frequencies. Consequently, they didpraperly quantify the difference
between the probability of the values of one vdeas a function of the other one.



S5: Comparison of only one absolute conditionadj@iency in each conditional
distribution with the corresponding marginal freequeg. This is similar to S4 but the
students only used one of the absolute frequemtieach conditional distribution. This
also involves the implicit theorem T5: "The varmati of the conditional relative
frequency of one of the values of A, when B varissufficient to prove dependence".
Nevertheless, these students incorrectly used iaglddomparisons to quantify the
necessary probabilities.

S6: Comparison of the sum of the frequencies endiagonals.For the 2x2
table, the main strategies included in this levetermhe strategy [(a+d) -(b+c)] and its
mathematical equivalent strategy [(a-c)-(b-d)], ethwere found in Inhelder and Piaget
(1955), Shaklee and Tucker (1980), Arkes and Hakii#983), and Allan and Jenkins
(1983). This strategy is valid for a table with abmarginal frequencies, but not for the
general case. The students implicitly used thermadl 6: "Cells [a] and [d] in the 2x2
table contain the frequencies of cases favorabkedwect association; cells [b] and [c]
represent the cases favorable to an inverse atisoclaSome students used a similar
strategy in 2x3 or 3x3 tables because they prelyaesluced these types of table to a
2x2 table, either using only two rows and two cahsnof the table or adding the
frequencies in adjacent rows or columns.

Incorrect strategies.

S7: Use of only one cell, often the cell whosegueacy is maximumrhis
strategy is related to the representativeness $teufKahneman, Slovic & Tversky,
1982), because the students did not use all thevaet information to solve the
problem, only the most salient. Students faileddalize the existence of other cells
relevant to the association. For 2x2 tables thet mm®smon case is using only cell [a], a
strategy which has also been described in previessarch work, such as Inhelder and
Piaget (1955), Smedslund (1963), Beyth-Marom (19829 Jenkins and Ward (1965).

S8: Use of only one conditional distributiofhese students did not understand
that they had a problem for which a comparisonaaf probabilities was needed. They
based their judgment on the frequencies in oneaio@ne column of the table.

S9: Comparison of absolute frequencies in somis wgth the total number of
cases.The students did not realize the need to compe@tobability of a value of A
with the different values of B ( i.e., the needuse one of the theorems described).
Instead, they compared the probability of somesp@i; B;) in a non-systematic way.

S10: Use of marginal frequencieSome students considered the problem
impossible to solve because of the difference imgmal frequencies in different rows
or columns in the table.

S11: Other proceduredn this category we included: students who exgwds
their previous theories about the nature of th@@ason between the variables, gave
incomplete arguments, or tried to solve a systeegoftions.

In general, all the students who answered thetiqumegave an argument that
served to identify the strategy used for solving groblem. In the final category we
grouped the students who did not provide a judgnienthe association and those
whose arguments were not sufficiently clear tortterpreted.

The frequencies of use of the different strategresgiven in Table 5.



ltem
Strategy 1(Smoking)2 (Diet) 3 (Allergy) 4 (Exam)5 (Laterality)

s1 8(3.8) 16(7.5) 2(0.9) 20(9.4) 18 (8.4)
S2 33 (15.5) 27 (12.6)35 (16.4) 21 (9.9) 0

S3 13 (6.1) 39 (18.3)34 (16.0) 62(29.9) 5(2.3)
s4 3(1.4) 19(8.9) 21(8.9) 15(7.0) 76 (35.6)
S5 2(0.9) 19(8.9) 17 (8.0) 0 0

S6 5(.3) 11(5.2) 18(84) 7(3.3)  4(1.9)
S7 29 (13.6) 26 (12.2)22(10.3) 6 (2.8) 0

S8 56 (26.3) 28 (13.2)39 (14.1) 47 (22.1) 24 (11.3)
S9 1(05) 6(2.8) 7(3.3) 2(0.9) 0
S10 8 (3.8) 0 1(0.5) 6(2.8) 0

S11 13(6.1) 2(0.9) 3(1.4) 7 (3.3) 4(1.9)
No answer 42 (19.7) 20 (9.8) 23(10.8) 20(9.4) 82 (38.5)

S1: Comparison of all conditional relative frequegrdistributions

S2: Comparison of only one conditional relativegiiency

S3: Odds comparison

S4: Comparison of two or more absolute conditidneduency distributions
with the corresponding marginal absolute frequency

S6: Comparison of the sum of the frequencies iditgonals

S7: Use of only one cell

S8: Use of only one conditional distribution

S9: Comparison of absolute frequencies in soms weth the total number of
cases

S10: Use of marginal frequencies

S11: Other procedures

The most popular strategy in our study was usifg one conditional distribution (S8).
This strategy, as well as that of using only onlé (8&), correspond to Piagetian level
[lla. A significant percentage of students werewa® of the necessity to compare the
different samples in the problem in order to judge association and they had not
reached Piagetian level lllb in their understandihgssociation.

There was a significant number of students whaoselh® correct or a partially
correct strategy (strategies 1 to 5). In theses;astedents implicitly used some of the
theorems T1 to T7, which we have identified. Intigatar, some students not only
compared conditional relative frequency distribnso(S1), but also compared these
distributions with the marginal distribution (S2%imilarly, other students used
comparison of odds in order to solve the probleB).(S

The classification of strategies we have madetdatss a refinement of the five
levels of Pérez Echeverria (1990) and emphasizsntithematical relations used by
the students. The following equivalence can be bésteed between the two
classifications:

Level 1 and our strategy S7 are equivalent. L&vaicludes strategy S8 and
those cases of strategy S9 in which only two oedhcells are used. (We prefer to



distinguish the use of a complete conditional distion as a separate category in level
2.) Level 3 includes the other cases of strategyL®9el 4 includes strategies S4, S5,
and S6. Level 5 includes strategies S1, S2, ands®88tegies S10 and S11, which are
incorrect strategies, cannot be included in Pérwreterria’s levels.

Correspondence analysis between Strategies and Iltem

Looking at Table 5, we can see that the strategsesl by students vary for the
different items and we suspect this is due to ifferdnt values of the tasks variables
for each item. To describe this dependence, a sjworelence analysis (Greenacre,
1984) of Table 5 was performed. This is a multiaritechnique that provides a method
for comparing row and column proportions in a twaywor multi-way table by
decomposing the Chi-square measure of associatiticedable into components in a
manner similar to principal components analysiscfottinuous data.

Task variables of the items were used as supplemewnariables, with the aim
of improving the interpretation. The Chi-squardista value was highly significani (
2= 481.284, d.f. = 44, p=0.0009) and the represiemi@ quality of rows and columns
was higher than 0.707.

The first factor, which explained 59.6% of inertdifferentiated the strategies
used in the 3x3 table from the strategies usedar2k3 and 2x2 tables. This was due to
the fact that students intuitively solved the 2a8kis by using non-normative strategies
and they were even capable of finding a correetegly by themselves (in about 25 to
38.4% of the cases) for this type of task. Nevéedee this percent went down to 10.7
percent for the 3x3 table, in which these subjeatse incapable of generalizing this
correct strategy, although they had succeededtanding the strategy to the 2x3 table.
As indicated by Nisbett and Ross (1980), subjeotsiat usually employ a normative
strategy in judging association without being givarecific instruction because these
strategies are highly sophisticated.

With regards to the task variables, on the fiastdr independence was opposed
to association, especially to the inverse assaciatso, for independence problems, a
more elaborate strategy was needed to provide reatgudgment. This case requires
the comparison of proportional absolute conditiofraquency distributions, which
makes it more difficult to compare probabilitiesadet & Inhelder, 1951).

The second factor accounted for 21percent of tieetia. This second factor
divided the incorrect and partially correct stragsgthat were used for the 2x2 tables
into two groups. The first group contained the ipdyt correct strategies that were
preferred for the dependency cases (item 2, anmd3)e comparing absolute frequencies
with the total number of cases (S4), comparing absolute frequency in each
conditional distribution with the marginal frequen(S5), and using the frequencies in
the table diagonals (S6). The second group corddheincorrect strategies: using only
one conditional distribution (S8), using margin@duencies (S10), and other strategies
(S11). These incorrect strategies were preferreth®independence case (item 3).

Concerning the task variables, the most notableience is that of having
theories against the data as compared to theoriesor or no theory. Thus, it appears
that some incorrect strategies were used as a medgustify previous theories about
association when there was no agreement betwedrntfl preconceptions about the
nature of the relationships that "ought" to exist dhe contingency presented in the
data. That is, when the students found an empigasabciation that contradicted their
previous expectations concerning the relationstapween the variables, they shifted
their strategy, trying to confirm their "illusoryoelation” (Chapman & Chapman,
1969).



Qualitative Study of the Interrelation between &gy and the Type of Association
Perceived by Students

In the previous sections we have analyzed studedtgments of association and
solution strategies for the different items. Thessrtabulation of these two variables
revealed a certain lack of consistency betweenjudlgment of association and the
strategy used to make this judgment.

We propose two hypotheses to explain the lack asfespondence between
strategy and judgment in some students:

1. Students who employ a correct or partially ecrrstrategy but give an
incorrect association judgment, do so becausehiheg a misconception about specific
aspects of statistical association, although tresetother correct conceptions which led
them to choose the correct strategy.

2. Students who employ an incorrect strategy bué g correct judgment, do so
because there are specific factors in the itemhithvsuccess can be obtained with an
incorrect procedure.

In both cases a strong relationship can be obdebetween the students'
conceptions and the situations in which these quiares are shown. In order to
identify these incorrect conceptions we presenirarsary of a qualitative analysis of
the relationship between strategy and judgment, Wes carried out with the pilot
sample of 51 students. The analysis was based enwiitten responses to the
questionnaire. There was one student who gave guorant for item 1, two students
who did not give any explanation for item 4 andsiddents who did not provide any
argument for item 5. Table 6 presents the resaitthie remainder of the students.

Table 6. Frequency of strategies and judgments

Item
Judgementtrategy 1 2 3 45
Correct Correct 178 11
Partially correc2 6 1626 10
Incorrect 1211 21 18 15
Incorrect Correct 11000

Partially correctr 5 2 1 6
Incorrect 28194 4 19

Correct Strategy and Incorrect Judgment

In itemlone student who used a correct procedw@enan incorrect judgment,
which showed a lack of proportional reasoning,asloe seen in his response:

Yes, there is an influence. Although both the petage of smokers with

bronchial disease and the percentage of smokehouwtitbronchial disease are

60% and both the percentage of non smokers withcdhial disease and the

percentage of nonsmokers without bronchial diseaee40%, there are more

smokers with bronchial disease than nonsmokers.

This is a typical answer to problems involving tleemparison of two
probabilities in which the number of favorable amtfavorable cases is proportional
(Piaget & Inhelder, 1951; Green, 1981). Also, Gadfiand Ahlgren (1988) suggest that
the lack of proportional reasoning is one of thesifsequent causes of students'



difficulties with statistical concepts. Neverthedewie have not found any description of
this type of answer in research on judgment of @ason.

In item 2, a typical answer was to consider tret that taking the drug lowers
the odds of having digestive troubles as an ininabf a lack of dependence. So,
dependence of two dichotomous variables was mistglamnceived by these students
as a coincidence of the presence or absence of tines variables and the inverse
association for this item was never consideredwAshave reasoned in the analysis of
students' judgments for this item, we consider typ& of answer to be an indicator of
an unidirectional conceptionof association in which students only admit direct
association or independence. The following respdhgstrates the case of inverse
association is interpreted as independence:

There is a minimal dependence, because the pegeentaold people who had

digestive troubles and did not take the drug ih@ighan those old people who

had taken the drug and had digestive troubles. themercentage of old people

who had taken the drug and didn't have digestigables is higher than the

percentage of people who did not take the drugdichdot have troubles.
Partially Correct Strategy and Incorrect Judgment

On item 1, some students showed a lack of prapwtireasoning, providing
arguments similar to first sample response. On Remll students who used a partially
correct strategy and provided an incorrect judgnused similar arguments to those in
the second response, manifesting what we havedcafieunidirectional conception of
association.

On item 3, one student who used a partially corstcategy stated the
independence of variables (incorrect judgment) beede considered that cell [d] in
the tables was contrary to association, although aall is normatively equivalent to
cell [a]:

When you study the table you can observe thatpadth the number of people

with allergy and a sedentary life style is highjsthe number of people without

allergy and with a non-sedentary life style. | beé you can't say there is
dependence.

This answer could be explained by suggesting tthexte is a tendency to give
more relevancy to positive cases that confirm @mikrypothesis than to negative cases
that confirm the same hypothesis (Crocker, 198Indé& Nisbett, 1982). Even when
the negative confirmatory cases (absence, absdéraa a formal equivalence with
positive confirmatory cases (presence, presencey o not have a pragmatic
equivalence with them. Subjects do not weigh a tega&vent in the same way as a
positive one, because negative events have a lavpact on the subjects' attention.
Incorrect Strategy and Correct Judgment

On item1students frequently considered that ¢bllsnd [c] in the table ought
to be null in order to assume association. Forelstgdents, a given value of one of the
variables must always correspond to a given vafuth@ other variable. That is, the
correspondence between the variables must be, tiermathematical point of view, a
function. We have considered this type of arguntettte an indicator of deterministic
conceptionof association, because these students expectethéhpresence (absence)
of A must imply the presence (absence) of B, agatdd by the following reasoning:

There is an influence of smoking, but it is notwe@reat, because there are

smokers without bronchial disease and nonsmokelsthe disease.

Another case was that of students who considdratdthe frequency in cell [d]
ought to be greater than the frequency in cellificprder to admit the existence of
association. They admitted only a direct type aoastion, and so they could also be



classified as possessing th@idirectional conception of associatiathat has been
described earlier:

It does not depend so much, because there are fe®ggie who don't have

troubles among non smokers (40) than in the cetesponding to smokers (60).

In case of dependence the number of people witttoubles (in non smokers)

must surpass smokers by a great percentage.

Students who compared the relative frequenciesonty one conditional
distribution showed docalist conceptionof association, which has been described
before. Depending on the distribution chosen, tbkbtained a direct, inverse, or no
association, as in the following example concerniem 1, in which the unidirectional
conception of association can also be observed:

| personally believe that there is no dependencaroaking in having or not

having bronchial disease, because if we observetdhk, in people with

bronchial disease there is a higher percentagerobmokers.

Similar cases were observed for item 2 and instndents who used only one
cell in the table.

Finally, on item 1 some students used their previgheories about the
dependence of illnesses on smoking, instead ofjubim data provided in the table. As
Nisbett and Ross (1980) have pointed out, subjatisduce new elements into the data
of problems that are suggested by their previoymrances. We do not usually find
contingency tables in decision making, althoughattebute an effect to a given cause.
We maintain our beliefs concerning the way in wheelents are (co) related, even when
these theories do not correspond to environmentairgencies.

CONCLUSIONS

In this article, we have presented an experimesttaly of students' strategies in
judging association in 2x2, 2x3 and 3x3 contingetabjes and we have compared our
results with previous research concerning 2x2 ogeticy tables. The classification of
these strategies, from a mathematical point of yviéas allowed us to identify
intuitively correct and partially correct strategi¢ghat are indicators of correct or
partially correct conceptions concerning statistassociation. These strategies are the
following:

1. Comparison of the conditional relative frequedcstribution of one variable,
when conditioned by the different values of theeothariable, or comparison between
these conditional distributions and the marginkdtree frequency distribution.

2. Comparison of frequencies of cases in favaaraf against each value of the
dependent variable B or comparison of ratio of ehfgequencies in each value of the
independent variable A.

In the same way, incorrect strategies and judgseate been used to identify
the following three incorrect conceptions:

1. Determinist conception of associatid®ome students do not admit exceptions
to the existence of a relationship between theab#es. They expect a correspondence
which assigns only a value in the dependent vaiédy each value of the independent
variable. So, these students argue that the dglland [c] in the 2x2 contingency table
need to have zero frequency. When this is noth&y, tonsider there is no dependency
between the variables.

2. Unidirectional conception of associatiosometimes students perceive the
dependence only when the sign is direct, and spdbesider an inverse association as
independence. This was observed especially on RBernwhich presents an inverse
association, although some students also provitedype of argument for item 1.



3. Localist conception of associatioBtudents often form their judgment using
only part of the data provided in the contingeradylé. If this partial information serves
to confirm a given type of association, they adtps type of association in their
answer. Often this partial information is reducednhly one conditional distribution or
even only one cell, frequently the cell for whitke frequency is maximum.

The correspondence analyscarried outhas shown the effect of task variables
on the strategies. In particular, when the dimearsiof the table are increased and
students' previous beliefs are associated withrieco strategies. Finally, we have
observed a lack of proportional reasoning in oudshts, which made it difficult for
them to solve item 3, concerning independence.

All these findings show the complexity of a topinat is simple in appearance.
Due to this complexity and the relevance of undeding the idea of association, we
conclude that there is a need to extend this relsesnd reinforce the teaching of this
topic at the university level and in the final ygaf secondary school. This will require
informing teachers about the mathematical, episkegnal, psychological, and
educational aspects of the topic, including infaioraabout students' preconceptions as
set out in this article.

APPENDIX: QUESTIONNAIRE
ITEM 1 (Smoking): In a medical center 250 peopleehbeen observed in order to
determine whether the habit of smoking has sonatioelship with bronchial disease.
The following results have been obtained:

Bronchial diseaseNo bronchial diseaseTotal

Smoke 90 60 150
Not smoke 60 40 100
Total 150 100 250

Using the information contained in this table, wbybu think that, for this sample of
people, bronchial disease depends on smoking? iBxyar answer.

ITEM 2 (Drug): We are interested in assessingdédain drug produces digestive
troubles in old people. For a sufficient period,d& people have been studied, and
these results have been obtained:

Digestive troubles No digestive troublesTotal

Drug taken 9 8 17
No drug 7 1 8
Total 16 9 25

Using the information contained in this table, wbybu think that for this sample of
old people digestive troubles depends on takinglthg? Explain your answer.



ITEM 3 (Allergy): In order to investigate whethesadentary life style has some
relationship with skin allergy, 30 people have beerlied and the following data have
been obtained:

Skin allergy No skin allergy Total

Sedentary life style 13 3 16
Non sedentary life style2 12 14
Total 15 15 30

Using the information contained in this table, wbybu think that for this sample of
people skin allergy depends on leading a sedetita?yExplain your answer.

ITEM 4 (Exam): In the following table we show thember of students who passed or
failed an examination and the number of hoursttiede students dedicated to the study
of the topic.

Number of hours studying the topic

Less than 5 hourss to 10 hours More than 10 hoursTotal

Pass 11 25 35 71
Fail 15 7 7 29
Total 26 32 42 100

Using the information contained in this table, wbybu think that, for this sample of
students, the result of the examination dependiemtimber of hours they have
dedicated to study of the topic? Explain your anmswe

ITEM 5 (Laterality): In an experiment we obtaindx tfollowing data concerning
people's use of one or both eyes and hands:

Left eye Both eyes Right eye Total

Lefthanded 3 6 2 11
Ambidextrous 2 2 2 6

Righthanded 5 9 4 18
Total 10 17 8 35

Using the information contained in this table, wbybu think that, for this sample of
people, the use of eyes depends on the use of haxgdain your answer.
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