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$A: \mathcal{H} \rightarrow \mathcal{H}$ is a nonlinear operator, $\mathcal{H}$ is a Hilbert space and $\mathcal{C} \subset \mathcal{H}$ is nonempty, closed, convex.
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- The first known attempt to solve the SVIP when $A$ and $F$ are monotone and Lipschitz continuous was made by Censor et al. [C]. First, they transformed the SVIP into an equivalent constrained VIP in the product space $\mathcal{H}_{1} \times \mathcal{H}_{2}$ (see [Section 4][C]). Then, they employed the well-known subgradient extragradient method to solve the problem.
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Let $\mathcal{H}=l_{2}(\mathbb{R})$. Then, the operator $A: \mathcal{H} \rightarrow \mathcal{H}$ defined by

$$
A\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right)
$$

is pseudomonotone, Lipschitz continuous and sequentially weakly continuous but not monotone.
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## Algorithm

Modified projection and contraction method with fixed stepsize.

- Step 0: Choose sequences $\left\{\delta_{n}\right\}_{n=1}^{\infty},\left\{\theta_{n}\right\}_{n=1}^{\infty}$ and $\left\{\tau_{n}\right\}_{n=1}^{\infty}$ such that the conditions from Assumption 3.1 hold and let $\eta \geq 0, \gamma_{i} \in(0,2), i=1,2, \mu \in\left(0, \frac{1}{L_{1}}\right), \lambda \in\left(0, \frac{1}{L_{2}}\right), \alpha \geq 3$ and $x_{0}, x_{1} \in \mathcal{H}_{1}$ be given arbitrarily. Set $n:=1$.
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- Step 1: Given the iterates $x_{n-1}$ and $x_{n} \quad(n \geq 1)$, choose $\alpha_{n}$ such that $0 \leq \alpha_{n} \leq \bar{\alpha}_{n}$, where
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\bar{\alpha}_{n}:= \begin{cases}\min \left\{\frac{n-1}{n+\alpha-1}, \frac{\tau_{n}}{\left\|x_{n}-x_{n-1}\right\|}\right\}, & \text { if } x_{n} \neq x_{n-1}  \tag{3.1}\\ \frac{n-1}{n+\alpha-1}, & \text { otherwise }\end{cases}
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## Algorithm

- Step 2: Compute $w_{n}=x_{n}+\alpha_{n}\left(x_{n}-x_{n-1}\right)$,

$$
\begin{gathered}
y_{n}=P_{\mathcal{Q}}\left(T w_{n}-\lambda F T w_{n}\right), \\
z_{n}=T w_{n}-\gamma_{2} \beta_{n} r_{n}, \\
\text { where } r_{n}:=T w_{n}-y_{n}-\lambda\left(F T w_{n}-F y_{n}\right) \text { and } \\
\beta_{n}:=\frac{\left\langle T w_{n}-y_{n}, r_{n}\right\rangle}{\left\|r_{n}\right\|^{2}}, \text { if } r_{n} \neq 0 ; \text { otherwise, } \beta_{n}=0 .
\end{gathered}
$$
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- Step 3: Compute $b_{n}=w_{n}+\eta_{n} T^{*}\left(z_{n}-T w_{n}\right)$, where $\epsilon>0, \eta_{n} \in\left[\epsilon, \frac{\left\|T w_{n}-z_{n}\right\|^{2}}{\left\|T^{*}\left(T w_{n}-z_{n}\right)\right\|^{2}}-\epsilon\right]$, if $z_{n} \neq T w_{n}$; otherwise, $\eta_{n}=\eta . \eta_{n}$ being a stepsize.
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- Step 4: Compute

$$
\begin{gathered}
u_{n}=P_{\mathcal{C}}\left(b_{n}-\mu A b_{n}\right) \\
t_{n}=b_{n}-\gamma_{1} \gamma_{n} v_{n} \\
\text { where } v_{n}:=b_{n}-u_{n}-\mu\left(A b_{n}-A u_{n}\right) \text { and } \\
\gamma_{n}:=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}}, \text { if } v_{n} \neq 0 ; \text { otherwise, } \gamma_{n}=0 .
\end{gathered}
$$
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## Algorithm

- Step 4: Compute

$$
\begin{gathered}
u_{n}=P_{\mathcal{C}}\left(b_{n}-\mu A b_{n}\right) \\
t_{n}=b_{n}-\gamma_{1} \gamma_{n} v_{n} \\
\text { where } v_{n}:=b_{n}-u_{n}-\mu\left(A b_{n}-A u_{n}\right) \text { and } \\
\gamma_{n}:=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}}, \text { if } v_{n} \neq 0 ; \text { otherwise, } \gamma_{n}=0 .
\end{gathered}
$$

- Step 5: Compute

$$
x_{n+1}=\left(1-\theta_{n}-\delta_{n}\right) b_{n}+\theta_{n} t_{n} .
$$

Set $n:=n+1$ and go back to Step 1.
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\text { where } v_{n}:=b_{n}-u_{n}-\mu\left(A b_{n}-A u_{n}\right) \text { and } \\
\gamma_{n}:=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}}, \text { if } v_{n} \neq 0 ; \text { otherwise, } \gamma_{n}=0 .
\end{gathered}
$$

- Step 5: Compute

$$
x_{n+1}=\left(1-\theta_{n}-\delta_{n}\right) b_{n}+\theta_{n} t_{n} .
$$

Set $n:=n+1$ and go back to Step 1.
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## Algorithm

Modified projection and contraction method with self adaptive stepsize.

- Step 0: Choose sequences $\left\{\delta_{n}\right\}_{n=1}^{\infty},\left\{\theta_{n}\right\}_{n=1}^{\infty}$ and $\left\{\tau_{n}\right\}_{n=1}^{\infty}$ such that the conditions from Assumption 3.1 (d)-(e) hold and let $\eta \geq 0, \gamma_{i} \in(0,2), a_{i} \in(0,1), i=1,2, \lambda_{1}>0$, $\mu_{1}>0, \alpha \geq 3$ and $x_{0}, x_{1} \in \mathcal{H}_{1}$ be given arbitrarily. Set $n:=1$.
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## Algorithm

Modified projection and contraction method with self adaptive stepsize.

- Step 0: Choose sequences $\left\{\delta_{n}\right\}_{n=1}^{\infty},\left\{\theta_{n}\right\}_{n=1}^{\infty}$ and $\left\{\tau_{n}\right\}_{n=1}^{\infty}$ such that the conditions from Assumption 3.1 (d)-(e) hold and let $\eta \geq 0, \gamma_{i} \in(0,2), a_{i} \in(0,1), i=1,2, \lambda_{1}>0$, $\mu_{1}>0, \alpha \geq 3$ and $x_{0}, x_{1} \in \mathcal{H}_{1}$ be given arbitrarily. Set $n:=1$.
- Step 1: Given the iterates $x_{n-1}$ and $x_{n}$ for each $n \geq 1$, choose $\alpha_{n}$ such that $0 \leq \alpha_{n} \leq \bar{\alpha}_{n}$, where

$$
\bar{\alpha}_{n}:= \begin{cases}\min \left\{\frac{n-1}{n+\alpha-1}, \frac{\tau_{n}}{\left\|x_{n}-x_{n-1}\right\|}\right\}, & \text { if } x_{n} \neq x_{n-1}  \tag{3.2}\\ \frac{n-1}{n+\alpha-1}, & \text { otherwise }\end{cases}
$$
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## Algorithm

- Step 2: Compute

$$
\begin{gathered}
w_{n}=x_{n}+\alpha_{n}\left(x_{n}-x_{n-1}\right) \\
y_{n}=P_{\mathcal{Q}}\left(T w_{n}-\lambda_{n} F T w_{n}\right) \\
z_{n}=T w_{n}-\gamma_{2} \beta_{n} r_{n} \\
\text { where } r_{n}:=T w_{n}-y_{n}-\lambda_{n}\left(F T w_{n}-F y_{n}\right), \\
\beta_{n}:=\frac{\left\langle T w_{n}-y_{n}, r_{n}\right\rangle}{\left\|r_{n}\right\|^{2}}, \text { if } r_{n} \neq 0 ; \text { otherwise, } \beta_{n}=0 ; \text { and } \\
\lambda_{n+1}= \begin{cases}\min \left\{\frac{a_{2}\left\|T w_{n}-y_{n}\right\|}{\left\|F T w_{n}-F y_{n}\right\|},\right. & \left.\lambda_{n}\right\}, \\
\text { if } F T w_{n} \neq F y_{n}(3.3) \\
\lambda_{n}, & \text { otherwise. }\end{cases}
\end{gathered}
$$
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- Step 3: Compute

$$
b_{n}=w_{n}+\eta_{n} T^{*}\left(z_{n}-T w_{n}\right),
$$

where the stepsize $\eta_{n}$ is chosen such that for small enough $\epsilon>0, \quad \eta_{n} \in\left[\epsilon, \frac{\left\|T w_{n}-z_{n}\right\|^{2}}{\left\|T^{*}\left(T w_{n}-z_{n}\right)\right\|^{2}}-\epsilon\right]$, if $z_{n} \neq T w_{n}$; otherwise, $\eta_{n}=\eta$.
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## Algorithm

- Step 4: Compute $u_{n}=P_{\mathcal{C}}\left(b_{n}-\mu_{n} A b_{n}\right)$,

$$
\begin{aligned}
& \qquad t_{n}=b_{n}-\gamma_{1} \gamma_{n} v_{n} \\
& \text { where } v_{n}:=b_{n}-u_{n}-\mu_{n}\left(A b_{n}-A u_{n}\right), \gamma_{n}=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}} \\
& \text { if } v_{n} \neq 0 ; \text { otherwise, } \gamma_{n}=0 ; \text { and }
\end{aligned}
$$

$$
\mu_{n+1}= \begin{cases}\min \left\{\frac{a_{1}\left\|b_{n}-u_{n}\right\|}{\left\|A u_{n}-A b_{n}\right\|}, \mu_{n}\right\}, & \text { if } A b_{n} \neq A u_{n}  \tag{3.4}\\ \mu_{n}, & \text { otherwise }\end{cases}
$$
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## Algorithm

- Step 4: Compute $u_{n}=P_{\mathcal{C}}\left(b_{n}-\mu_{n} A b_{n}\right)$,

$$
t_{n}=b_{n}-\gamma_{1} \gamma_{n} v_{n},
$$

where $v_{n}:=b_{n}-u_{n}-\mu_{n}\left(A b_{n}-A u_{n}\right), \gamma_{n}=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}}$,
if $v_{n} \neq 0$; otherwise, $\gamma_{n}=0$; and

$$
\mu_{n+1}= \begin{cases}\min \left\{\frac{a_{1}\left\|b_{n}-u_{n}\right\|}{\left\|A u_{n}-A b_{n}\right\|}, \mu_{n}\right\}, & \text { if } A b_{n} \neq A u_{n}  \tag{3.4}\\ \mu_{n}, & \text { otherwise } .\end{cases}
$$

- Step 5: Compute

$$
x_{n+1}=\left(1-\theta_{n}-\delta_{n}\right) b_{n}+\theta_{n} t_{n}
$$
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where $v_{n}:=b_{n}-u_{n}-\mu_{n}\left(A b_{n}-A u_{n}\right), \gamma_{n}=\frac{\left\langle b_{n}-u_{n}, v_{n}\right\rangle}{\left\|v_{n}\right\|^{2}}$,
if $v_{n} \neq 0$; otherwise, $\gamma_{n}=0$; and
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\mu_{n+1}= \begin{cases}\min \left\{\frac{a_{1}\left\|b_{n}-u_{n}\right\|}{\left\|A u_{n}-A b_{n}\right\|}, \mu_{n}\right\}, & \text { if } A b_{n} \neq A u_{n}  \tag{3.4}\\ \mu_{n}, & \text { otherwise } .\end{cases}
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- Step 5: Compute

$$
x_{n+1}=\left(1-\theta_{n}-\delta_{n}\right) b_{n}+\theta_{n} t_{n}
$$
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- Our methods can be viewed as modified projection and contraction methods involving one projection onto $\mathcal{C}$ per iteration for solving VIP in $\mathcal{H}_{1}$ and another projection and contraction methods involving one projection onto $\mathcal{Q}$ per iteration under a bounded linear operator $T$ for solving another VIP in another space $\mathcal{H}_{2}$, with no extra projections onto the feasible sets.


## Highlight on some of the features of our methods

Projection \& contraction methods for SVIP
O.T Mewomo

Introduction
Preliminaries
Main Results

## Assumptions

Proposed methods Convergence analysis
Numerical Examples

References

- Our methods can be viewed as modified projection and contraction methods involving one projection onto $\mathcal{C}$ per iteration for solving VIP in $\mathcal{H}_{1}$ and another projection and contraction methods involving one projection onto $\mathcal{Q}$ per iteration under a bounded linear operator $T$ for solving another VIP in another space $\mathcal{H}_{2}$, with no extra projections onto the feasible sets.
- Another notable advantage of our methods is that the monotonicity assumption on $A$ and $F$ usually used to guarantee convergence, is dispensed with and no extra projections are required under this setting.
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- Our methods can be viewed as modified projection and contraction methods involving one projection onto $\mathcal{C}$ per iteration for solving VIP in $\mathcal{H}_{1}$ and another projection and contraction methods involving one projection onto $\mathcal{Q}$ per iteration under a bounded linear operator $T$ for solving another VIP in another space $\mathcal{H}_{2}$, with no extra projections onto the feasible sets.
- Another notable advantage of our methods is that the monotonicity assumption on $A$ and $F$ usually used to guarantee convergence, is dispensed with and no extra projections are required under this setting.
- The stepsizes $\left\{\lambda_{n}\right\}$ and $\left\{\mu_{n}\right\}$ given by (3.3) and (3.4), resp. are generated at each iteration by some simple computations. Thus, the second method is easily implemented without the prior knowledge of the Lipschitz constants $I_{1}$ and $I_{0}$
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- Step 5 of both algorithms guarantee the strong convergence to a minimum-norm solution of the problem.
- Our methods do not require any product space formulation, thereby avoiding any potential difficulties that might be caused by the product space.
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- The choice of the stepsize $\eta_{n}$ in Step 3 of both methods do not require the prior knowledge of the operator norm $\|T\|$.
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## Lemma

The stepsize $\eta_{n}$ given in Step 3 of Algorithms 3.2 and 3.5 is well-defined.
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## Lemma

Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.2 under Assumption 3.1. Then, $\left\{x_{n}\right\}$ is bounded.

## Lemmas and Theorems

Projection \& contraction methods for SVIP
O.T Mewomo

Introduction
Preliminaries
Main Results

## Assumptions

Proposed methods

Numerical Examples

References

## Lemma

The stepsize $\eta_{n}$ given in Step 3 of Algorithms 3.2 and 3.5 is well-defined.

## Lemma

Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.2 under Assumption 3.1. Then, $\left\{x_{n}\right\}$ is bounded.

## Theorem

Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.5 under Assumption 3.1. Then, $\left\{x_{n}\right\}$ converges strongly to $p \in \Gamma$, where $\|p\|=\min \{\|z\|: z \in \Gamma\}$.
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- Let $\mathcal{H}_{1}=\left(l_{2}(\mathbb{R}),\|.\| l_{l_{2}}\right)=\mathcal{H}_{2}$.
- Define $T: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
T x=\left(0, x_{1}, \frac{x_{2}}{2}, \frac{x_{3}}{3}, \ldots\right), \forall x \in l_{2}(\mathbb{R})
$$
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- Let $\mathcal{H}_{1}=\left(l_{2}(\mathbb{R}),\|\cdot\| l_{l_{2}}\right)=\mathcal{H}_{2}$.
- Define $T: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
T x=\left(0, x_{1}, \frac{x_{2}}{2}, \frac{x_{3}}{3}, \ldots\right), \forall x \in l_{2}(\mathbb{R})
$$

- Then, $T$ is a bounded linear operator on $l_{2}(\mathbb{R})$ with adjoint

$$
T^{*} y=\left(y_{2}, \frac{y_{3}}{2}, \frac{y_{4}}{3}, \ldots\right), \forall y \in l_{2}(\mathbb{R})
$$
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- Let $\mathcal{H}_{1}=\left(l_{2}(\mathbb{R}),\|.\| l_{l_{2}}\right)=\mathcal{H}_{2}$.
- Define $T: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
T x=\left(0, x_{1}, \frac{x_{2}}{2}, \frac{x_{3}}{3}, \ldots\right), \forall x \in l_{2}(\mathbb{R})
$$

- Then, $T$ is a bounded linear operator on $l_{2}(\mathbb{R})$ with adjoint

$$
T^{*} y=\left(y_{2}, \frac{y_{3}}{2}, \frac{y_{4}}{3}, \ldots\right), \forall y \in l_{2}(\mathbb{R})
$$

- Let $\mathcal{C}=\mathcal{Q}=\left\{x \in l_{2}(\mathbb{R}):\|x-a\|_{l_{2}} \leq r\right\}$, where $a=\left(1, \frac{1}{2}, \frac{1}{3}, \cdots\right), r=3$ for $\mathcal{C}$ and $a=\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \cdots\right), r=1$ for $\mathcal{Q}$. Then $\mathcal{C}, \mathcal{Q}$ are nonempty closed and convex subsets of $l_{2}(\mathbb{R})$. Thus,

$$
P_{\mathcal{C}}(x)=P_{\mathcal{Q}}(x)= \begin{cases}x, & \text { if } x \in\|x-a\|_{l_{2}} \leq r \\ \frac{x-a}{\|x-a\|_{l_{o}}} r+a, & \text { otherwise }\end{cases}
$$
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- Define $A, F: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
\begin{gathered}
A\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right) \\
F\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(5 x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right)
\end{gathered}
$$
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- Define $A, F: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
\begin{gathered}
A\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right) \\
F\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(5 x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right)
\end{gathered}
$$

- Then, by Example 2.1, $A, F$ are pseudomonotone, Lipschitz continuous and sequentially weakly continuous but not monotone.
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- Define $A, F: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by
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F\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(5 x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right)
\end{gathered}
$$

- Then, by Example 2.1, $A, F$ are pseudomonotone, Lipschitz continuous and sequentially weakly continuous but not monotone.
- We plot the graph of errors against the number of iterations and compare our methods with some existing methods.
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- We plot the graph of errors against the number of iterations and compare our methods with some existing methods.
- we consider the following cases for the numerical example.
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- Define $A, F: l_{2}(\mathbb{R}) \rightarrow l_{2}(\mathbb{R})$ by

$$
\begin{gathered}
A\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right) \\
F\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(5 x_{1} e^{-x_{1}^{2}}, 0,0, \ldots\right)
\end{gathered}
$$

- Then, by Example 2.1, $A, F$ are pseudomonotone, Lipschitz continuous and sequentially weakly continuous but not monotone.
- We plot the graph of errors against the number of iterations and compare our methods with some existing methods.
- we consider the following cases for the numerical example.
- Case 1: Take $x_{1}=\left(1, \frac{1}{2}, \frac{1}{3}, \cdots\right)$ and $x_{0}=\left(\frac{1}{2}, \frac{1}{5}, \frac{1}{10}, \cdots\right)$.
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- Case 2: Take $x_{1}=\left(\frac{1}{2}, \frac{1}{5}, \frac{1}{10}, \cdots\right)$ and $x_{0}=\left(1, \frac{1}{2}, \frac{1}{3}, \cdots\right)$.
- Case 3: Take $x_{1}=\left(1, \frac{1}{4}, \frac{1}{9}, \cdots\right)$ and $x_{0}=\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \cdots\right)$.
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- Case 3: Take $x_{1}=\left(1, \frac{1}{4}, \frac{1}{9}, \cdots\right)$ and $x_{0}=\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \cdots\right)$.
- Case 4: Take $x_{1}=\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \cdots\right)$ and $x_{0}=\left(1, \frac{1}{4}, \frac{1}{9}, \cdots\right)$.
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## Example 1: Errors against number of iterations
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- Let $\mathcal{H}_{1}=\mathcal{H}_{2}=L_{2}([0,1])$.
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- Let $\mathcal{H}_{1}=\mathcal{H}_{2}=L_{2}([0,1])$.
- Define $T: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ by

$$
T x(s)=\int_{0}^{1} K(s, t) x(t) d t, \forall x \in L_{2}([0,1])
$$

where $K$ is a continuous real-valued function on $[0,1] \times[0,1]$. Then, $T$ is a bounded linear operator with adjoint

$$
T^{*} x(s)=\int_{0}^{1} K(t, s) x(t) d t, \quad \forall x \in L_{2}([0,1])
$$
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$$

where $K$ is a continuous real-valued function on $[0,1] \times[0,1]$. Then, $T$ is a bounded linear operator with adjoint

$$
T^{*} x(s)=\int_{0}^{1} K(t, s) x(t) d t, \quad \forall x \in L_{2}([0,1])
$$

- In particular, we define $K(s, t)=e^{-s t}$ for all $s, t \in[0,1]$.
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- Let $\mathcal{H}_{1}=\mathcal{H}_{2}=L_{2}([0,1])$.
- Define $T: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ by

$$
T x(s)=\int_{0}^{1} K(s, t) x(t) d t, \forall x \in L_{2}([0,1])
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where $K$ is a continuous real-valued function on $[0,1] \times[0,1]$. Then, $T$ is a bounded linear operator with adjoint

$$
T^{*} x(s)=\int_{0}^{1} K(t, s) x(t) d t, \forall x \in L_{2}([0,1])
$$

- In particular, we define $K(s, t)=e^{-s t}$ for all $s, t \in[0,1]$.
- Let $\mathcal{C}=\left\{x \in L_{2}([0,1]):\langle y, x\rangle \leq b\right\}$, where $y=t+1$ and $b=1$, then $\mathcal{C}$ is a nonempty closed and convex subset of $L_{2}([0,1])$.
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- Thus, we define the metric projection $P_{\mathcal{C}}$ as:

$$
P_{\mathcal{C}}(x)= \begin{cases}\frac{b-\langle y, x\rangle}{\|y\|^{2}} y+x, & \text { if }\langle y, x\rangle>b \\ x, & \text { if }\langle y, x\rangle \leq b\end{cases}
$$
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P_{\mathcal{C}}(x)= \begin{cases}\frac{b-\langle y, x\rangle}{\|y\|^{2}} y+x, & \text { if }\langle y, x\rangle>b \\ x, & \text { if }\langle y, x\rangle \leq b\end{cases}
$$

- Also, let $\mathcal{Q}=\left\{x \in L_{2}([0,1]):\|x\| \leq r\right\}$, where $r=2$, then $\mathcal{Q}$ is a nonempty closed and convex subset of $L_{2}([0,1])$.
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- Thus, we define the metric projection $P_{\mathcal{C}}$ as:

$$
P_{\mathcal{C}}(x)= \begin{cases}\frac{b-\langle y, x\rangle}{\|y\|^{2}} y+x, & \text { if }\langle y, x\rangle>b, \\ x, & \text { if }\langle y, x\rangle \leq b\end{cases}
$$

- Also, let $\mathcal{Q}=\left\{x \in L_{2}([0,1]):\|x\| \leq r\right\}$, where $r=2$, then $\mathcal{Q}$ is a nonempty closed and convex subset of $L_{2}([0,1])$.
- Thus, we define $P_{\mathcal{Q}}$ as:

$$
P_{\mathcal{Q}}(x)= \begin{cases}x, & \text { if } x \in \mathcal{Q} \\ \frac{x}{\|x\|^{2}} r, & \text { otherwise }\end{cases}
$$
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- Also, define $F: \mathcal{Q} \rightarrow L_{2}([0,1])$ by

$$
F(x)(t):=g(x) M(x)(t), \quad \forall x \in \mathcal{Q}, \quad t \in[0,1]
$$

where $g: \mathcal{Q} \rightarrow \mathbb{R}$ is defined by $g(x):=\frac{1}{1+\|x\|^{2}}$ and $M: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ is defined by $M(x)(t):=\int_{0}^{t} x(s) d s, \quad \forall x \in L_{2}([0,1]), \quad t \in[0,1]$. Then $g$ is $\frac{16}{25}$-Lipschitz continuous and $\frac{1}{5} \leq g(x) \leq 1, \quad \forall x \in \mathcal{C}$. Also, $M$ is the Volterra intergral mapping which is bounded and linear monotone. Hence, $F$ is pseudomonotone and Lipschitz continuous but not monotone.
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- We consider the following cases in this example:
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- Also, define $F: \mathcal{Q} \rightarrow L_{2}([0,1])$ by

$$
F(x)(t):=g(x) M(x)(t), \quad \forall x \in \mathcal{Q}, \quad t \in[0,1]
$$

where $g: \mathcal{Q} \rightarrow \mathbb{R}$ is defined by $g(x):=\frac{1}{1+\|x\|^{2}}$ and $M: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ is defined by $M(x)(t):=\int_{0}^{t} x(s) d s, \quad \forall x \in L_{2}([0,1]), \quad t \in[0,1]$. Then $g$ is $\frac{16}{25}$-Lipschitz continuous and $\frac{1}{5} \leq g(x) \leq 1, \quad \forall x \in \mathcal{C}$. Also, $M$ is the Volterra intergral mapping which is bounded and linear monotone. Hence, $F$ is pseudomonotone and Lipschitz continuous but not monotone.

- We consider the following cases in this example:
- Case 1: Take $x_{1}(t)=1+t^{2}$ and $x_{0}(t)=t+5$.
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- We consider the following cases in this example:
- Case 1: Take $x_{1}(t)=1+t^{2}$ and $x_{0}(t)=t+5$.
- Case 2: Take $x_{1}(t)=\sin (t)$ and $x_{0}(t)=t+1$.
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- We consider the following cases in this example:
- Case 1: Take $x_{1}(t)=1+t^{2}$ and $x_{0}(t)=t+5$.
- Case 2: Take $x_{1}(t)=\sin (t)$ and $x_{0}(t)=t+1$.
- Case 3: Take $x_{1}(t)=t+1$ and $x_{0}(t)=t+t^{3}$.
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- We consider the following cases in this example:
- Case 1: Take $x_{1}(t)=1+t^{2}$ and $x_{0}(t)=t+5$.
- Case 2: Take $x_{1}(t)=\sin (t)$ and $x_{0}(t)=t+1$.
- Case 3: Take $x_{1}(t)=t+1$ and $x_{0}(t)=t+t^{3}$.
- Case 4: Take $x_{1}(t)=0.7 e^{-t}+1$ and $x_{0}(t)=t+t^{3}$.
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