UN PAR DE EJERCICIOS DE LA RELACION 5

MATEMATICAS II - GRADO EN INGENIERIA DE QUIMICA

(4 de junio de 2012)

Como en problemas hubo dificultades con dos ejercicios, los resolvemos con mayor detalle.

1. EJERcCICIO 6

Enunciado: Se considera la ecuacién no lineal

(a)
(b)

e’ +senz —2=0. (1)

Prueba que admite una (tinica) raiz real en el intervalo [0, 7].
Usando el método de Newton-Raphson, da un valor aproximado de la raiz con un error menor
que 0.001.

Resolucion: Consideramos la funciéon f : R — R dada por la expresion

(a)

f(x) =e" +senx — 2.

La funcion f(z) es, al menos, dos veces derivable. En particular es continua en el intervalo
[0, 5]. Ademas,

e f(0)=14+0-2=-1<0,

o f(E)=e"?+1-2=¢"2-1>0.
Por tanto, el Teorema de Bolzano asegura la existencia de una solucion de la ecuacion (1) en
el intervalo [0, 5.

Por otra parte, f'(x) = e + cosz. Ahora bien, como la exponencial es una funcion estric-

tamente positiva en el intervalo [0, 7] y el coseno es una funciéon positiva en dicho intervalo,
podemos asegurar que f’(z) es estrictamente positiva. Por consiguiente, f(z) es estrictamente
creciente en [0, 5] y concluimos que existe una tinica solucién de la ecuacion (1) en [0, 5]. (En
realidad el ejercicio no pedia probar la unicidad pero, como no ha sido un razonamiento muy
dificil, hemos decidido incluirlo).
Para realizar este apartado hay que tener cuidado pues la calculadora tiene que operar
en radianes. Dicho esto, y aprovechando que f”(z) = ¢* —senxz > 0 en [0, J], escogemos
ro = % como aproximacion inicial para la aplicacion del método de Newton-Raphson (ya que
F(5)f"(%) > 0). Recordemos que este método sigue la recurrencia

l'n_t,_l:l'n—m, n:O,l,Q,....
n

Asi,
o 1o = § = 1.570796327;

1.570796327
o 1 = 1570796327 — LAS0Em2l = 0.778675903, |21 — zo| > 0.001;

—~

o 1, = 0.448817805 —

!

(
o p = 0.778675903 — LT — 0.473903521, |22 — 21| > 0.001;
o w5 = 0.473903521 — LEATEOZ) — 0.448817805,  |ag — 22| > 0.001;
i

SJWOABSITS0) () 448671921, |zq — 23] < 0.001.

|

0.448817805)
1
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Una vez que la diferencia entre dos iteraciones sucesivas es menor que el error dado, consi-
deramos que la aproximacion de la solucion es 0.448671921. (La solucién exacta con quince
decimales es 0.448671916351273).

2. EJERCICIO 7

FEnunciado: Determina el nimero de raices de la ecuaciéon

3z +cosx —2e" +1=0. (2)
Prueba que hay una tnica (raiz) en el intervalo [3,1]. Estudia si es aplicable el teorema global de
convergencia del método de Newton-Raphson para estimarla. Aproximala realizando iteraciones hasta

que el valor absoluto de la diferencia entre dos (iteraciones) consecutivas sea menor o igual que 1073,

Resolucion: Consideramos la funciéon f : R — R dada por la expresion
f(z) =3x + cosx — 2e” + 1.

Para tener una primera idea sobre el enfoque que debemos dar al problema, veamos la grafica de f:

Segun esta grafica = 0 es una soluciéon de (2), lo cual es facil de comprobar por un caluclo
directo. Ademés, parece haber s6lamente otra solucién cerca de 0.6. Intentaremos probar que f es
estrictamente creciente en | — oo, 0] y estrictamente decreciente en | In 2, +o00][. Estudiamos la derivada
de f, esto es f'(x) = 3 —senz — 2¢” (observemos que f(x) es, al menos, dos veces derivable).

= Es claro que
3—senz —2e* <0< 3 —senz < 26e”.
Como la funcién seno esta acotada entre -1 y 1, entonces 2 < 3 —senx < 4 en todo R. Por
otra parte,
4<2"=2<e"n2<2.

De esta forma, si x > In 2 tenemos que
2¢® >4 >3 —senx

y podemos concluir que f'(x) < 0 si x > In2, o sea, que f(x) es estrictamente decrecien-
te en |In2, +o0o[. Por cierto, como f(In2) = —0.151319557, podemos asegurar que f(x) es
estrictamente negativa en | In 2, +oo[.

= De nuevo es claro que

3—senz —2e* >0 3 —senx > 2e”.

Como
2>2" s 1>e" < 0>z,

tenemos que, si x < 0,
2¢* <2<3—senx
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y podemos concluir que f’(z) > 0 si 2 < 0, o sea, que f(x) es estrictamente creciente en
| — 00, 0][. Por cierto, como f(0) = 0, podemos asegurar que f(x) es estrictamente negativa en
| — 00, 0[.

Nos queda por estudiar el intervalo |0,1n2[. En este caso vamos a examinar la segunda derivada
de f, esto es, f"(z) = — cosx — 2e®. No es dificil comprobar que las funciones coseno y exponencial
son estrictamente positivas en ]0,1n 2| y, por tanto, f”(x) es estrictamente negativa, con lo que f(x)
sera N-convexa (es decir, convexa hacia abajo). Finalmente, como f(0) =0, f(0.2) >0y f(In2) <0,
podemos concluir que existe una tnica soluciéon en el intervalo ]0,1n 2[ (distinta de z = 0).

Por todo lo dicho anteriormente, es claro que f(z) tiene una tunica soluciéon en el intervalo [%, 1].
(Otra forma de probar este hecho serfa ver que f(3) > 0, f(1) < 0y que f(z) es convexa hacia abajo
en [1,1]).

Para poder aplicar el teorema global de convergencia del método de Newton-Raphson para estimar
la solucion, necesitamos ver que f/(z) no se anula en [%, 1]. Para ello, puesto que f”(z) es negativa
en dicho intervalo (ya se hizo antes en el intervalo |0,In2[), se verifica que f’'(z) es estrictamente
decreciente. Ahora bien, como f’ (%) = —0.77686808, podemos asegurar que f’(x) es estrictamente
negativa y, por tanto, no se anula.

Para aplicar el método de Newton-Raphson tomaremos xy = 1 como aproximacion inicial puesto
que f(1)f"(1) > 0. Asi,

= Ty = 1;

= o1 =1 — i = 0.726585760, |21 — ao| > 107

o £(0.726585760) _3.
" 2 = 0.726585760 — LOZBT0 = 0.610601080, vy — 21| > 107

_ £(0.610601080) _ —3.

_ £(0.585156740) —3.

_ f(0.583888915) —
= o5 = 0.583888015 — LI = 0.583885789, |5 — 34| < 1072,

Una vez que la diferencia entre dos iteraciones sucesivas es menor que el error dado, consideramos
que la aproximacion de la solucion es 0.583885789. (La solucion exacta con quince decimales es
0.583885789353804).



