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Abstract

This paper presents a generic model to combine robust speed urderstanding and mixed-initi ative dialogue cntrol in spoken
dialogue systems. It relies on the use of semantic frames to conceptually store user interadions, a frame-unificaion procedure
to ded with partial information, and a stadk structure to handle initiative control. This model has been succesSully appliedin a
dialogue system being developed at our lab, named SAPLEN, which aimsto ded with the telephone-based product orders and
queries of fast food restaurants’ clients. In this paper we present the dialogue system and describe the new model, together with
the results of a preliminary evaluation of the system concerning reaognition time, word acairacgy, implicit recovery and speed
understanding. Finally, we present the cnclusions and indicate possbiliti es for future work.

1. Introduction

Computers have become indispensable in modern life.
There has been a rapid growth of different kinds of remote
services using computers, which hes led to the development
of new technologies to fadlit ate user access As geed isthe
most natural and flexible means of communicaion between
people, a new technology cdled Spoken Dialogue Systems
appeaed in the late 198G, intended to improve speedi-based
communication with computers. Currently, it is possble to
find spoken dialogue systems for a variety of languages and
domains, working in amost red time using conventional
workstations or personal computers (Gustafson et al., 1999
Asoh et a., 1999 Chao et a., 1999. These systems make
use of severa kinds of tednology, manly speed
recognition, speed urderstanding and speed generation.
Initialy, the interadion in dialogue interfaces was caried out
using written text. However, spoken dialogue systems must
ded with phenomenathat do not exist in written text, such as
different user voices, false gtarts to sentences, bad<ground
noise, crosstak, out of vocabulary words, etc. Didogue
corpoa ad speety databases are esential in  the
development of these systems. On the one hand, it is
necessry to determine the set of words and lingustic
expressons concerning the gplicaion domain, whilst on the
other, it is necessry to colled as much speed data &
passble to develop the speaker-independent acoustic models
(Ziegenhain et al., 1998 FPfitzinger, 1998. Although
considerable alvances have been made in recant yeas, there
dill remain several issues of interest which reed to be
addressd to make these systems acceptable for people who
are not famili ar with them.

2. TheDialogue System

We ae developing a multimodal dialogue system for
Spanish, termed SAPLEN, which aims to ded with the
product orders and queries of fast food restaurants clients
(L6pezChza et d., 1999. We believe this s/stem could be
useful commercialy in the nea future, as it is designed to
answer telephone cdls 24 hours a day, kegiing a record o
product orders when the restaurant is closed to be delivered
later. At the moment, the system can be used experimentally
inour lab. It isimplemented using two socket-interconneded
macines. a SparcStation5 is used for voice signad sample
aquisition and an UltraEnterprise3000 is used for

recognition and text-to-speet synthesis (TTS). We initidly
obtained a @rpus of more than 500 dalogues from
recordings obtained in afast food restaurant. This corpus was
used to determine the vocabulary, the syntadic and semantic
structures normally used by clients, the goas sugh by
clients and restaurant staff, and the set of sentences the
system must generate & responses.

2.1. Speed recognition

The system uses a @ntinuous-speetr recogniser
developed at our lab that uses context-independent phone-
like units modelled by SCHMM (Semi-Continuous Hidden
Markov Models). This recogniser is also currently used in
another spoken dialogue system developed in our lab, cdled
STACC, which informs gudents about their marks using the
telephone (Rubio et a., 1997. The recogniser sampling
frequency is 8 kHz, using 8hit and p-law. It includes a voice
adivity detedor, which is trained in a discriminative manner
to dgtingush between woice and badkground noise. The
speed signal is pre-emphasised and segmented into frames
30 ms. long. The frames are overlapped and the resultant
frame period is 10 ms. Every frame is analysed and
represented by avedor including 14 Md Frequency Cepstral
Coefficients, the energy and the first and second derivatives.
Thelanguage is modelled by classbased bhigrams (Nasr et al.,
1999. In total 53 classes are used. Currently, the vocabulary
is about 2,000 words, including restaurant-product names,
numbers, names of streds, avenues, squares, etc.

2.2. Speed understanding

The literature describes various peed urderstanding
techniques (Boros & Heisterkamp, 1999 Noeth at 4.,
1999 Schadle ¢ al., 1999. Some of them are based on
keywords obtained from the recogniser and on semantic
rules by which meaninglesswords are ignored. The system
we ae developing wes smantic rules for sentence
comprehension written taking into acount key semantic
concepts. This kind o anaysis presents two man
advantages. on the one hand, many syntadic ambiguities can
be avoided if they have no semantic meaning, whilst on the
other, syntadic detals that have no effed on semantic
analysis can be ignored. The lingustic anayser of the system
uses 45 rules. It can ded with anaphors, €lli psis, ambiguity,
and tautology. The dialogue manager uses a previousy
developed adaptive wnfidence threshold technique to



dedde which words might have been incorredly recognised
(LopezCézar et a., 1999. In order to enhance the
robustness of the system against recognition errors, the
system uses an implicit recovery strategy that, on some
occasions, adhieves the arred semantic interpretation even
if some words in the recognised sentence ae wrong.

2.3. Dialogue management

Severa dialogue management techniques can be found in
literature (Rosst et al., 1999 Relafio et al., 1999. Basicdly,
they can be divided into user direaed, system direded and
mixed-initiative strategies. We have set up a dialogue
management strategy based on a set of goals that the system
must try to achieve during the mnversation with the user. For
example, one goal is concerned with attempting to sl
restaurant products, another is concerned with obtaining the
user’s phone number, etc. The system uses predefined rules
to dedde which goals must be adivated. For instance the
phone number godl isadivated only if the user orders at least
one product. The dialogue between the system and the user is
based on the mntext of the mnversation. For example, if the
system queries the user for certain information and (s)he
answers giving only partid information, the answer would
generate one or more sub-goals for the system. Then, the
system will try to adieve these sub-goals by getting the
necessry information to perform a database query or to
complete an urcompleted product order. Oncethe system has
adhieved these sub-goals, it will keep on trying to achieve its
original goals. Thus, the next interadion of the system is
dedded using a mixed-initi ative dialogue cntrol, considering
bath the sub-goals generated by the user and the predefined
goals of the system.

The next table sets out the different recognition tasks
considered, aswell asthe number of words for every task that
can be cmbined into the sentences.

Recogniti on task # Different words
(1) Guided confirmation 6
(2) Freeconfirmation 24
(3) Information needed 8
(4) Correction 16
(5) Post code 116
(6) Product order 158
(7) Telephone number 116
(8) Address 1723
(9) Query 220

Table 1. Recogniti on tasks considered

We cdl guided confirmations those used to confirm
criticd data in the fast food damain (phone number, post
code, address products ordered, price payable and estimated
delivery time). For these data, the system queries for yesno
answers from the user to oltain the highest possble word
acaragy. For example, to confirm a telephone number the
system generates confirmations such as “ ¢Has dicho 9 5, 8,
17,13, 28?Por favor, responce si o nd' (Didyousay 9, 5, 8,
17, 13, 28? Please answer yes or no). We cd free
confirmations those used to confirm non-criticd data. In this
caee, the user is freeto utter different confirmation words or
expressons without the system previoudly indicating passhle
words, such as “vale” (ok), “claro” (sure), “ de acuerdo’ (all
right), “ en absoluto” (nat at all), etc.

24. Speech generation

The SAPLEN system uses 41 sentence patterns for
response generation. Various grammaticd rules are used to
handle gender, number and pronouns. The patterns consist of
different concepts, expressons and vacait gaps. During
response generation, the system expands the @ncepts and
expressons, and fill s the gaps with the gpropriate words. A
variety of responses can be generated for the same goa in
order to enhance afriendly interadion. Text responses are
generated in almogt red time, in such away that this process
does not mean a delay in the overall response time. To cary
out the TTS process we use the multili ngual FESTIVAL
speedt synthesis gystem developed at the CSTR of Edinburgh
University (Bladk & Taylor, 1997. The dialogue system
suppats both speeth and text interadion to make it
accesshle by clients by telephone and by Internet. It is aso
possble (only for developers) to interchange the interaction
mode during a dialogue to ched a particular response of the
system at a given state of the dialogue.

3. TheGeneric Modd

The generic model proposed in this paper combines
robust speed urderstanding and mixed-initiative dialogue
control. It relies on the use of semantic frames to
conceptudly store user interadions, a frame-unificaion
procedure to ded with partia information, and a stadk
structure to handle initiative control (Dahlbadk & Jonsson,
1999.

3.1. Semanticframes

Each frame represents a dass of elements, and is a
compound of a dot set. Each dot has asociated values and
posshble value restrictions. When the necessry dots in one
frame ae fill ed, this represents a dassinstance The system
we ae developing wses three types of frames. one is
concerned with the user's address and the other two are
concerned with fast food product orders and queries. In the
frames concerned with products, one dot represents the
user’ sintention, another represents the time when the frame is
creaed, and several dots are mncerned with the product
information (amourt, type, size flavour, etc.). We say a dot
isprimary if it cannot be empty in aframe. Otherwise, we say
it issemnday. We say a frame is complete if al its primary
dots arefill ed, otherwise, we say it isincomplete.

3.2.  Frame-unification procedure

The frame-unification procedure is used to add new
information to the incomplete frames by filling the
corresponding dots. To cary out the unificaion procedure,
the system takes into acourt the speet ad types (user
intentions) and the four dot compatibility criteria described
below. Using this procedure, it is possble to creae frames
from the user’ sinteradion, even thoughthe information (s)he
provides to the system is partia or is only partidly
recognised. Partial information can be generated as a wrong
output by the recogniser; for example, the user may order “a
ham sandwich” and the recogniser output might be “one
sandwich” . Partia information can also be generated by the
user; for example, (She may utter “1 want one sandwich”
without indicaing the type of sandwich (ham, cheese, etc.).
The unification procedure cmnsiders that two o more frames
can be unified if the following compatibility criteria ae
satisfied:



. Speech act compatibility. Two frames are onsidered
compatible if both share the same speed ad type. For
example, the sentences “ One sandwich, please” and “ What
is the price of a ham sandwnich? are incompatible ad
therefore the rresponding frames cannot be unified.
However, the sentences 1 want a sandwich” and “ 1 want
ham” are ansidered compatible and therefore it is posshble
to unify the mrresponding frames.

. Incremental compatibility. The am of unificaionis
to fill empty slots by considering the time when they are
creded. If the most recent frames do not include new data,
the unificaion processdoes not take place For example, if
in one interadion the user says ghe) wants a sandwich and
in the next interadion s(he) says again that s(he) wants a
sandwich, then the mrresponding frames cannot be unified
asthe latest one does not include any new information.

. Structural compatibility. The frames that can be
unified must have the same dot structure. For example, if
one frame mntains two slots and another contains three
dots, then the two frames cannot be unified. This criterion
enables the frame-unificaion procedure to operate
simultaneously with different types of frame, considering at
ead step only the frames with the same structure.

. Content compatibility. The ntent of non-empty
dotsin the frames that can be unified must be the same. For
example, if the user says (s)he wants a bee and a coffee
the two corresponding frames cannot be unified.

The use of conceptua frames in addition to the frame-
unificaion procedure sets up a speed urderstanding
strategy that is robust against some kinds of recognition
errors. For example, the semantic frames alow the system
to understand corredly sentences with errors in Spanish
gender. So, the sentence “ un bocadillo de jamén” —a ham
sandwich- can be @rredly understood even though the
reamgniser produces a gender recognition error (“una
bocadillo de jamén”) as output. The system is also robust
against hesitation expressons or repetition of some words
generaly generated by the user when (s)he is thinking what
to say (for example, “uh ..one ... uh ... one ham
sandwich”). This type of robustness against recognition
errorsis cdled implicit recovery, as the system itself is able
to repair the eror without the intervention of the user.

3.3. Stack structure

The stadk structure is used to handle mixed-initiative
dialogue ontrol. Each new frame is creded at the top o
the stack. As the frames in the stad dired the focus of the
conversation, starting with the frame & the top, the airrent
focus is determined by the most recent frame. If this frame
is incomplete, the system asks the @rresponding questions
in order to fill the primary dots of the frame. If the frame &
the top is complete, the system continues eaching down
the stack for an incomplete frame. If one is found, the
system queries the user to fill it s primary empty dots. If no
incomplete frames are found, the system continues the
conversation in order to read its next goal.

This procedure permits a mixed-initiative dialogue
control. The system generaly takes the initiative to reah
its goals, as well as the sub-goals generated by the user.
However, the user can answer the system’'s questions

unexpededly, taking the initiative in the conversation. For
example, (s)he may answer a system query with a question,
which may change the focus of the @nversation. This
guestion would crede anew frame(s) at the top o the stack
that becomes a new sub-goal(s) for the system. When the
new sub-goals are readed, the system returns to its
previous goals, going bad to the previous context in the
conversation.

4. Evaluation

In order to cary out a preliminary evauation of the
system, 6 male speskers who were familiar with the system
recorded (in our lab) a test sentence @rpus containing 100
sentences per recognition task. 126 dfferent bigrams were
creged for the sentence recognition. The bigrams were
compiled from sets of sentences concerning the different
recogniti on tasks. These sentences were aitomaticdly creaed
by combining al the words in the word classes, following the
syntadic and semantic structures in the dialogue @rpus
obtained from the recrdings made in a fast food restaurant.
109 hgrams were used to recognise the user data (post code,
telephone number and addres9 and the 17 remaining bigrams
were used for the other reaognition tasks (seeTable 1).

Word error rate and recognition time ae inversely-related
meaures. Generaly, a low word error rate requires the
exploration of a @mnsderable number of candidate sentences,
which tends to a high reaognition time. In order to enhance
the performance of the recogniser, the dialogue manager of
the system seleds the most adequate bigram acwrding to the
state of the diadlogue. A pruning threshold (Pt) was
experimentally asociated to every task, considering word
error rate and reaognition time restrictions. The dfeds of 6
different pruning thresholds on reagnition time, word
acaragy, implicit recovery and sentence understanding were
measured. The following table sets out the reaognition times
obtained for the lab sentences.

Recog Task  Pt=10 Pt=20 Pt=30 Pt=40 Pt=50 Pt=60
1@ 304 305 305 305 305 306
2 317 318 320 321 323 324
3 368 370 379 402 433 454
4 365 364 371 376 394 424
5 350 355 365 381 40 431
6) 365 365 375 392 405 432
@) 402 412 491 493 584 705
8 535 6582 625 714 835 1030
(9) 435 635 1014 1555 2415 3820

Table 2. Recognition time (secnds) for several Pt

As can be observed in Table 2, the recognition of tasks
(2)-(6) took lessthan 5 sec on average; the reaognition of
telephone numbers (7) took 5.22 sec, the recognition of
addresses (8) took 7.20 sec. and the recognition of queries
(9) took 16.45 sec The next table sets out the word acaracy
(WA) results obtained for the same sentences.



Recog. Task  Pt=10 Pt=20 Pt=30 Pt=40 Pt=50 Pt=60
1) 600 850 930 100 100 100
2 200 480 550 600 610 610
3) 5.0 100 120 410 580 650
(4) 480 720 820 850 900 910
(5) 7663 9242 9862 9862 9896 9896
(6) 6716 7910 8358 8507 8656 9341
7 2753 5217 8067 9033 9082 9130
(8 5135 8099 8108 9099 9120 9372
(9) 4597 5747 8045 8160 8390 85.05

Table 3. Word acarracy for several Pt

Table 3 shows that word acaracgy incressed as the
pruning threshold was raised. The gredest score
corresponded to the recogniti on of the guided confirmations
(1), as only two confirmation words. “si” (yes) and “no’
(no) and some other words (such as “uh’) were possble
(Lavelle @ al., 1999. The word acaracgy for the free
confirmations (2) and for the information reeded sentences
(3) was very low. Concerning the free onfirmations, many
words were dhanged for other acousticdly similar (like
“no’ and “nat”). Moreover, there were many insertions of
hesitation words, which were included in the bigrams.
Nevertheless a large propation of these erors was
implicitly recmvered. Concerning the information reeded
sentences, no spedfic bigram was defined for this task, as
users may ask for information at any moment during the
dialogue. The crresponding score was cdculated when the
product order bigram was the adive one. In consequence,
many insertions occurred as the recogniser outputs tended
to follow the syntadic structures of the product order
sentences. Many of these erors were dso implicitly
recovered. The next table sets out the implicit recovery
results obtained.

Recog Task Pt=10 Pt=20 Pt=30 Pt=40 Pi=50 Pt=60
Q) 1750 2666 4285 0 0 0
) 4354 650 8378 7812 8181 8181
3 S
@) 5185 3333 0 0 0 0
(5) S
6) 3636 4285 500 400 500 3636
@) S
) 625 1250 1666 3333 3333 3333
) 1333 200 5555 6666 750 660

Table 4. Implicit recovery for severa Pt

As can be observed in Table 4, there was no implicit
recovery for the understanding of post codes (5) nor for the
understanding of telephone numbers (7), since an error in a
digit (or pair of digits) made the mrresponding semantic
interpretation wrong. No implicit recvery was found in the
experiments for the information reeded task (3). The next
table sets out the sentence understanding (SU) results
obtained.

Recog. Task  Pt=10 Pt=20 Pt=30 Pt=40 Pt=50 Pt=60
1) 670 890 960 100 100 100
2 650 860 930 940 940 940
(3 480 550 750 810 860 900
(4) 870 900 910 940 950 960
(5) 480 800 880 880 960 960
(6) 420 650 830 870 900 910
@) 4.0 340 510 640 670 670
(8) 250 650 750 900 900 910
(9 600 650 800 850 880 900

Table 5. Sentence understanding for several Pt

Table 5 shows that the telephore number task (7)
adhieved the smallest understanding percentage, since the
bigram permitted any digit or pair of digits to be followed
by one hurdred words (digits or pairs of digits). Even if the
word acairacy isvery high, an error in one word means that
the telephone number would be incorredly understood

The next table sets out the pruning thresholds that could
be the most appropriate for every task, considering the results
obtained and the red time restrictions of atypicd interadive
system.

Recog. Task Selected Pt Time WA  SU

(1) 50 305 100 100
@ 60 324 610 940
®3) 60 454 650 900
(@ 60 424 910 960
(5) 60 431 9896 960
(6) 60 432 9341 910
@ 50 584 9082 670
®) 50 835 9099 900
(9) 40 1555 8160 850

Table 6. Seleded Pt for every reaogniti on task

As can be observed in Table 6, tasks (1)-(6) reported
acceptable scores. Concerning the telephone numbers (7),
better results would have been obtained if only digit
recognition had been performed. Concerning the addresstask
(8), improvements in sentence understanding and recognition
time would be desirable (note that a few more seaonds were
necessry to generate the synthesised autput). Clealy, the
scores obtained for the queries (9) were not accetable & the
sentence understanding rate was too low and the time
required was excessve for an interadive gplication.
Therefore, it is necessary to set up another strategy for this
task.

5. FutureWork

There ae severa isales that nead to be aldressed before
the system under development can be set up in the red world.
On the one hand, it would be possble to divide the query task
into subtasks considering the different states of the dialogue
and creding the orresponding bigrams. Then, in order to
recognise queries the dialogue manager could seledt a smaller
bigram acording to the state of the dialogue. This would
lead to areduction in reaognition time and an enhancement in
speed urderstanding. Concerning the telephone numbers, it
would be preferable to use only singe-digit recognition as the
sentence understanding rate obtained was too low.



Ancther reseach issue is concened with the use of
wordspatting instead of continuous eed recognition for
some tasks, such as telephone numbers and past codes. In the
nea future we plan to set up awordspatting recogniser and to
compare the scores oltained. The results presented in this
paper were obtained from sentences recorded in our lab.
Clealy, atention must be paid to the performance of the
system under noisy conditions. We plan to oldain results
from recordings made in afast food restaurant.

Concerning the TTS synthedis, in our current system
architedurethe TTS server takes about 9.5 sec on average to
generate the waveforms corresponding to the text responses.
If we a3ume the sentence recognition to be performed takes
about 5 sec, this makes atotal delay of about 15 sec for the
system to generate its responses, which is too long for an
interadive gplicaion. To overcome this drawbadk we plan
to embed the TTS C++ source @de with the rest of the
dialogue system in order to save some seconds.

Concerning the type of interadion, the user cannot
spedk again urtil the whole response has been completely
synthesised. A more natural interadion would be adieved
if the output of the system could be cancdled if the user
starts to speek again before the output is finished.
Additionally, this would lead to a reduction in the time
required for the dialogues.

6. Conclusions

In this paper we present a preliminary evaluation of a
spoken dialogue system under development for the fast
food danain. The system is based on a generic model that
combines robust speed urderstanding and mixed-initi ative
dialogue @ntrol. This model uses semantic frames to
conceptually store user interadions, a frame-unificaion
procedure to ded with partia information, and a stack
structure to handle initi ative @ntrol. The evaluation caried
out was concerned with reaognition time, word acaracy,
implicit recovery and sentence understanding measures. We
considered nine different recognition tasks and
experimentally asdgned a pruning threshold to ead one,
taking these measures into consideration. The results
obtained showed that the strategies adopted to handle user
gueries and telephone numbers were not appropriate & the
sentence understanding rates were too low. Moreover, the
reaognition time for the user queries was excesgve for an
interadive system. Finally, some possbilities for future
work to enhance the performance of the system were
mentioned. These were mainly focused on the management
of user queries and telephone numbers, word recogniti on,
text-to-speed synthesis and user interadion.

7. References

Asoh H., Matsui T., Fry J., Asano F. Hayamizu S. (1999. A
Spoken Dialog System for a Mobile Office Roba.
Eurospeed’99, pp. 11391142

Blak A., Taylor P. (1997. Assgning Phrase Bre&ks from
Part-of-Speed Sequences. Eurospeed ‘97, pp. 601-
604

Boros M., Heisterkamp P. (1999. Lingustic Phrase
Spatting in a Single Applicaion Spoken Dialogue
System. Eurospeed '99, pp. 19831986

Chao H., Xu P, Zhang X., Zhao S., Huang T., Xu B. (1999.
LODESTAR: A Mandarin Spoken Dialogue System for
Travel Information Retrieval. Eurospeed 99, pp.
11591162

Dahlback N., Jonson A. (1999. Knowledge Sources in
Spoken Didlog Systems. Eurospeed '99, pp. 1523
1526

Gustafson J., Lindberg N., Lundeberg M. (1999. The August
Spoken Dialogue System. Eurospeed '99, pp. 1151-
1154

Lavelle C. A., De Cdmes M., Pérennou G. (1999.
Confirmations Strategies to Improve Corredion Rates
in Telephonic Inquiry Dialogue System. Eurospeed
'99, pp. 13991402

LOpezCoéza R., Rubio A. J., Garcia P, Segua J. C.
(1999. A New Word-Confidence Threshold
Technique to Enhance the Performance of Spoken
Dialogue Systems. Eurospeedt 99, pp. 13951398

Nasr A., Esteve Y., Béchet F,, Spriet T., de Mori R. (1999.
A Languege Model Combining N-grams and
Stochastic Finite State Automata. Eurospeed *99, pp.
21752178

Noeth E., Boros M., Haas J, Warnke V., Galwitz F.
(1999. A Hybrid Approach to Spoken Diaogue
Understanding: Prosody, Statistics and Partial Parsing.
Eurospeed’ 99, pp. 20192022

Pfitzinger Hartmut R. (1998. The Colledion of Spoken
Language Resources in Car Environment. First
International Conference on Languege Resources and
Evaluation, pp. 10971100

Relafio Gil J.,, Tapias D., Villar J. M., Gancedo M. C,,
Hernandez L. A. (1999. Flexible Mixed-Initiative
Didogue for Telephone Services. Eurospeedt 99, pp.
11791182

Rosst S., Bennacd S., Lamd L. (1999. Design Strategies
for Spoken Language Dialog Systems. Eurospeed ' 99,
pp. 15351538

Rubio A.J., Garcia P, De la Torre A., Segura J.C., Diaz
Verdgjo JE., BenitezM.C., Sanchez V., Peinado A.M.,
LopezSoler JM., PérezCérdoba JL. (1997). STACC.
An Automatic Service for Information Access Using
Continuous Speedy Reaognition Through Telephone
Line. Eurospeed’ 97, pp. 17791782

Schadle I., Antoine J. Y., Memmi D. (1999. Connedionist
Language Models for Speedv Understanding: The
Problem of Word Order Variation. Eurospeed ’99,
pp. 20352038

Ziegenhain U., Harengdl S., Kaiser J.,, Wilhem R. (1998.
Creding Large Pronurciation Lexica for Speed
Applicaions. Firg Internationa Conference on
Language Resources and Evaluation, pp. 10331043



