Existence and Uniqueness of Elliptic Periodic Solutions of the Brillouin Electron Beam Focusing System
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We find conditions for the existence of an elliptic periodic solution of a singular equation that governs the motion of a magnetically focused axially symmetric electron beam with Brillouin flow by using a monotone iterative scheme starting from a couple of upper and lower solutions on the reversed order. Also, a uniqueness result is proved by using Brouwer degree and index of solutions. Copyright © 2000 John Wiley & Sons, Ltd.

This note concerns the existence of positive 2π-periodic solutions of the equation

\[ x''(t) + a(1 + \cos(t))x(t) = \frac{b}{x(t)} \]  

(1)

where \( a, b \) are positive constants.

The physical meaning of this equation arises in the context of Electronics, since it governs the motion of a magnetically focused axially symmetric electron beam under the influence of a Brillouin flow, as shown in [1]. From the mathematical point of view, equation (1) is a singular perturbation of a Mathieu equation.

Several papers have studied the existence of periodic solutions of (1). It seems that the first reference in this line is [3], where the existence of periodic solutions is proved when \( a \leq \frac{1}{16} \) by using an analysis of the phase plane. Afterwards, this result was improved in [8] and more recently in [9] by using coincidence degree. However, to the best of my knowledge, nothing has been published concerning the uniqueness or stability of such a solution. In this direction, two results are presented here, the first of them is the following.

**Theorem 1.** If \( a \leq \frac{1}{16} \), equation (1) has a 2π-periodic solution, which is elliptic.

As is known, a periodic solution is said to be elliptic if the linearized equation is elliptic, that is, if the Floquet multipliers have modulus 1 and are different from ±1.
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This implies that the linearized equation is stable, although Lyapunov stability of the solution is not assured since it may depend on the non-linear terms. Therefore, the stability of such a solution remains an interesting open problem that should be tackled by other techniques like the theory of Birkhoff normal forms. In this sense, results of this paper can be seen as a first step in this direction.

Note that we obtain the same estimate of Ding with additional information about the characteristic multipliers. The proof of existence is based on a monotone iterative scheme starting from upper and lower solutions on the reversed order. Meanwhile, the elliptic character is proved from the basic properties of Floquet multipliers. At the end of this paper a uniqueness result is proved by using topological degree and index.

We begin by recalling the classical definition of upper and lower solutions. Let us consider the periodic problem

\[ x'' + f(t, x(t)) = 0 \]
\[ x(0) = x(2\pi), \ x'(0) = x'(2\pi) \]

with \( f \) being continuous.

**Definition 1.** A function \( \alpha \in C^2([0, 2\pi]) \) is said to be a lower solution of problem (2) if and only if

1. for all \( t \in [0, 2\pi] \), \( \alpha''(t) + f(t, \alpha(t)) \geq 0 \),
2. \( \alpha(0) = \alpha(2\pi), \ \alpha'(0) \geq \alpha'(2\pi) \).

In the same way, an upper solution \( \beta(t) \) is defined by reversing the respective inequalities in the previous definition. A lower solution (resp. upper solution) is called strict if the inequality in (i) is strict.

The next result provides a classical monotone iterative scheme. The proof relies basically on the Antimaximum Principle and can be found for instance in [2] or [4].

**Theorem 2.** Let \( \alpha, \beta \in C^2([0, 2\pi]) \) be a couple of lower and upper solutions such that \( \beta(t) \leq \alpha(t) \) for all \( t \in [0, 2\pi] \). Assume moreover that for any \( t \in [0, 2\pi] \) and \( u, v \) with \( \beta(t) \leq u \leq v \leq \alpha(t) \), we have

\[ \frac{1}{4} u - f(t, u) \leq \frac{1}{4} v - f(t, v) \]

Then, there exist two monotone sequences \( \{\alpha_n\}_n, \{\beta_n\}_n \) such that

\[ \alpha = \alpha_0 \geq \cdots \geq \alpha_{n-1} \geq \alpha_n \geq \cdots \geq \beta_n \geq \beta_{n-1} \geq \cdots \geq \beta_0 = \beta \]

which converge uniformly to extremal solutions of problem (2) in \([\beta, \alpha]\). Also, if \( \alpha \) and \( \beta \) are strict lower and upper solutions, the previous inequalities are strict.

Now, we prove a result along the lines of Lemma 1.4 in [5].

**Lemma 1.** Let \( w(t) \) be a non-constant continuous \( 2\pi \)-periodic function such that \( w(t) \leq \frac{1}{4} \) for all \( t \). Then, Hill’s equation \( y'' + w(t)y = 0 \) does not admit negative Floquet
multipliers. If moreover \( w(t) > 0 \) for all \( t \), then Hill’s equation does not admit real Floquet multipliers.

Proof. An elementary application of Sturm comparison theory shows that if \( t_1 < t_2 \) are consecutive zeros of a solution of Hill’s equation, then \( t_2 - t_1 > 2\pi \). Now, if \( \lambda < 0 \) is a negative Floquet multiplier, there exists a non-trivial solution such that \( y(t + 2\pi) = \lambda y(t) \) for all \( t \), but this implies that \( y(t_0) = y(t_0 + 2\pi) = 0 \) for some \( t_0 \in [0, 2\pi] \), a contradiction.

Now assume that \( w(t) > 0 \) for all \( t \). It is known that if \( \lambda_1, \lambda_2 \) are the Floquet multipliers, then \( \lambda_1 \lambda_2 = 1 \). First suppose that \( \lambda_1 = 1 \). This implies that Hill’s equation has a non-trivial 2\( \pi \)-periodic solution. Then, such a solution must have a constant sign since the distance between two consecutive zeros is greater than 2\( \pi \), and a contradiction is obtained by integrating the equation over a period. The remaining case is that 0 < \( \lambda_1 < 1 < \lambda_2 \). Then, there exists a solution \( y(t) \) such that \( y(t + 2\pi) = \lambda_1 y(t) \) for all \( t \), and it must have a constant sign by the same consideration as before. If we suppose for instance that \( y(t) \) is positive, \( y''(t) = -w(t)y(t) < 0 \) for all \( t \), so \( y(t) \) is concave. On the other hand, \( y(t + 2n\pi) = \lambda_1^n y(t) \) for all \( t \), in consequence \( \lim_{t \to \infty} y(t) = 0 \), contradicting the fact that \( y \) is concave and positive. \( \square \)

Proof of Theorem 1. It is easy to verify that \( \beta(t) := \sqrt{(b/2a)} \) is a constant upper solution of equation (1). Also, it is not hard to prove that there exists \( K^* > 0 \) such that \( \alpha(t) := K + \cos(t) \) is a lower solution for every \( K > K^* \). If moreover \( K > 1 + \sqrt{(b/2a)} \), then we have a couple of lower and upper solutions such that \( \beta(t) \leq \alpha(t) \) for all \( t \in [0, 2\pi] \). Defining \( f(t, x) := a(1 + \cos(t))x - b/x \), assumption (3) of Theorem 2 is easily verified since \( f_0(t, x) \leq \frac{1}{2} \) for all \( x > \beta(t) \), whence \( \frac{1}{4}x - f(t, x) \) is strictly increasing. In a consequence, there exists a \( 2\pi \)-periodic solution \( x(t) \) between \( \beta \) and \( \alpha \).

Also, the linearized equation for \( x(t) \) is

\[
y'' + f_x(t, x(t))y = 0
\]

and \( 0 < f_x(t, x) \leq \frac{1}{4} \), so \( x(t) \) is elliptic as a direct consequence of Lemma 1. \( \square \)

Finally, we conclude with a result about uniqueness by using the relationship between the index of a periodic solution and the Floquet multipliers of the linearized equation. The index of a periodic solution is defined as the Brouwer degree of the identity minus the Poincaré map \( P \) in a small ball (see for instance [7] for details).

Theorem 3. If \( a \leq \frac{1}{16} \), equation (1) has a unique \( 2\pi \)-periodic solution which satisfies \( x(t) > \sqrt{(b/2a)} \) for all \( t \).

Proof. As existence is shown by Theorem 1, we only have to prove uniqueness. The proof is divided into three steps.

- Every periodic solution such that \( x(t) > \sqrt{(b/2a)} \) for all \( t \) is elliptic. It is a direct consequence of Lemma 1.
Let $\beta(t), \alpha(t)$ be the upper and lower solutions on the reversed order defined as in the proof of Theorem 1, and define the set $\Omega := \{ x \in C^2(\mathbb{R}/2\pi \mathbb{Z}) : \beta(t) < x(t) < \alpha(t), |x'(t)| < R \}$ where $R$ is a given constant only depending on $\alpha, \beta$. Then

$$\text{deg}(I - P, \Omega) = 1$$

The proof is essentially the same as that of Lemma 3.2 in [6], where the reasoning is done when lower and upper solutions are in the ‘right’ order. Let us define the functions

$$\delta(\beta, x, \alpha) := \begin{cases} x(t) & \text{if } \beta(t) \leq x(t) < \alpha(t) \\ \alpha(t) & \text{if } x(t) \leq \alpha(t) \end{cases}$$

and

$$F(t, x) := f(t, \delta(\beta, x, \alpha)) + \frac{1}{2}(x - \delta(\beta, x, \alpha))$$

Considering the modified equation

$$x'' + F(t, x) = 0 \quad (4)$$

the Antimaximum Principle implies that every periodic solution lies between $\beta$ and $\alpha$ and is indeed a solution of (2). Now, if we consider the homotopy

$$x'' + \frac{1}{2}x + \lambda [F(t, x) - \frac{1}{2}x] = 0, \quad \lambda \in [0, 1] \quad (5)$$

it is not hard to find a priori bounds for the $2\pi$-periodic solutions of (5). This can be proved if we consider equation (5) as a linear complete equation $x'' + \frac{1}{2}x + p_\lambda(t) = 0$, where $p_\lambda(t) = \lambda f(t, \delta(\beta, x, \alpha)) - \frac{1}{2}\delta(\beta, x, \alpha)$. Clearly, $p_\lambda(t)$ is bounded by a constant which does not depend on $\lambda$. As the homogeneous part has no $2\pi$-periodic solutions, then the unique $2\pi$-periodic solution of the complete equation is

$$x(t) = \int_0^t G(t, s)p_\lambda(s) \, ds$$

where $G(t, s)$ is the Green’s function associated with the periodic problem. As $G(t, s)$ is obviously bounded and does not depend on $\lambda$, our assertion follows after some easy computations.

An easy computation proves that when $\lambda = 0$ the Brouwer degree is 1, so we finish taking into account the invariance of topological degree by homotopies.

Let us define $\alpha_K(t) := K + \cos(t)$. Then, the number of periodic solutions between $\sqrt{(b/2a)}$ and $\alpha_K$ is finite. We know from the first step that every solution $x(t) > \sqrt{(b/2a)}$ is non-degenerate (that is, 1 is not a characteristic multiplier), but this implies that it is isolated, which means that the corresponding initial condition is an isolated fixed point of the Poincaré map. Now, we finish taking into account that the number of isolated points on a bounded domain is always finite.
Conclusion: From basic properties of the degree it is known that if the number of solutions on a set is finite, then the Brouwer degree on a set is the sum of the respective indexes of the solutions on this set. But it is known that the index of an elliptic solution is 1. Therefore, the degree is 1 and the index of every solution with lower bound $\sqrt{b/2a}$ is also 1, so there is at most one solution between $\sqrt{b/2a}$ and $x_k$. As $K$ can be chosen as large as we wish, the proof is finished.

As a final remark, we emphasize that the problem of uniqueness not involving lower bounds remains open.
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