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Computational simulations of the retina have led to valuable insights about the biophysics of its neuronal activity and processing principles. A great number of retina models have been proposed to reproduce the behavioral diversity of the different visual processing pathways. While many of these models share common computational stages, previous efforts have been more focused on fitting specific retina functions rather than generalizing them beyond a particular model. Here we define a set of computational retinal microcircuits that can be used as basic building blocks for the modeling of different retina mechanisms.

To validate the hypothesis that similar processing structures may be repeatedly found in different retina functions, we implemented a series of retina models simply by combining these computational retinal microcircuits. Accuracy of the retina models for capturing neural behavior was assessed by fitting published electrophysiological recordings that characterize some of the best-known phenomena observed in the retina: adaptation to the mean light intensity and temporal contrast, and differential motion sensitivity. The retinal microcircuits are part of a new software platform for efficient computational retina modeling from single-cell to large-scale levels. It includes an interface with spiking neural networks that allows simulation of the spiking response of ganglion cells and integration with models of higher visual areas.
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1. Introduction

Although the retina is one of the most extensively studied neural circuits in the visual system, from the first findings by Cajal\(^1\) up to the present day, many aspects of retinal connectivity are still controversial and certain functional mechanisms are not entirely clear\(^2\)\textsuperscript{–}\textsuperscript{5}. Retinal cells connect in different and complex neural structures that provide a wide repertoire of visual functions. Numerous computational models have been proposed to accurately predict the different retina functionalities on the response to artificial and natural visual patterns. However, the aim has been to perfectly describe the retina behavior observed in a specific physiological experiment rather than extrapolating results. On the contrary, neural simulation tools such as NEST\(^6\), NEURON\(^7\), BRIAN\(^8\) or GENESIS\(^9\), exploit common properties of neurons (e.g., their ionic-selective channels) to provide researchers with a general and unified framework for neural modeling that facilitates the study of the underlying neural mechanisms.

A remarkable amount of research has also pur-
sued a generalization of common features of retina processing and unification of different retina models \cite{10-18}. However, these are often ad hoc models whose parameters can be modified but not their retina architecture. Generally, their primary goal is to propose a functional model of the whole retina, though, none of the previously cited models can be fully configured to reproduce different physiological experiments than those they have been intentionally designed for.

We present a new framework for computational retina modeling that is based on interconnection of basic processing modules to reproduce different retina behaviors. Our work addresses the following issues with the ultimate purpose of validating, by computational simulations, the hypothesis that a few retinal structures may be repeatedly involved in different retina functions:

- **Computational retinal microcircuits.** There exist sufficient examples of single neural structures that play quite different roles in the retina processing to motivate the generalization of basic retinal building blocks\cite{3}. We implemented a set of computational retinal microcircuits at different abstraction levels that have been recurrently used in the literature for modeling different stages of the retina. We show that different retina models can then be simulated by creating and combining these circuits to form different retina architectures. To the best of our knowledge, this idea, inspired by neural simulators, of computational retinal microcircuits as basic building blocks is a novel concept in retina modeling.

- **Functional and biologically accurate models.** Although we employed more detailed processing microcircuits (e.g., a single-compartment model) in some retina stages to better fit electrophysiological recordings, our main objective was to provide functional models and descriptions as simple as possible to describe the retina phenomena. Moreover, the focus of this framework is on generalizing and summarizing the computational basis of retina modeling, and therefore this premise goes against any specificity in the model description. In spite of the constraints that such an approach raises, we achieved a remarkable level of biological accuracy, comparable to some of the most accurate retina models proposed heretofore \cite{19,20}.

- **Association of every retina stage with a plausible biological mechanism.** Amongst models of retinal processing as a whole, some of them focus on a more functional modeling of every retina stage \cite{10,12} and other models include some stages that have a stronger relationship to biophysical properties, while some fixed processing behaviors are assumed for the rest\cite{19,15}. Some of the latter models use multi-state kinetic modules that group together different components of the retina behavior (e.g., fast and slow components of temporal contrast adaptation) and may blur the understanding of the biological mechanisms underlying different retina stages\cite{19}. In contrast, the retina models we developed using the computational retinal microcircuits, connect every retina stage with a plausible biological mechanism in accordance with other authors \cite{11}.

- **Retina simulation software interfaced with spiking neural networks.** To provide researchers with a simulation tool that reflects all these concepts, we developed a new software platform for efficient computational retina modeling, called COREM. Computations of spatiotemporal equations performed by retinal microcircuits take advantage of recursive filtering techniques and multithreading. COREM uses a time-driven simulation approach to update functions that describe neuron membrane potential and synaptic currents. An interface with spiking neural network simulators allows generation of the spiking response of ganglion cells. The retina model can be easily loaded in the script of the neural network simulator as an extension module, facilitating its connection to models of higher visual areas, such as the Lateral Geniculate Nucleus (LGN) and the visual cortex.

2. **Computational retinal microcircuits**

In spite of the wide variety of existing retinal cells (there are more than 50 clearly distinct cell types) some neural circuits are encountered repeatedly in many different retina behaviors\cite{3}. This suggests functionality arises from connectivity of the neural network and not so significantly from features of every individual cell. Moreover, after an extensive review of the literature about retina modeling, we observed that some computational algorithms have been repeatedly used to explain different properties of the retina processing (e.g., a Gaussian filter to character-
ize the receptive field of a cell, as discussed below).

We made a selection of 5 computational microcircuits (Fig. 1) that can be combined to reproduce single-cell and large-scale retina models at different abstraction levels. They can be classified as block-structured models, block-compartment models and single-compartment models according to the scheme proposed by Guo et al. With this set of microcircuits our aim was to summarize the basic principles of the retina modeling and embrace some of the most significant algorithms proposed in the literature, without going into depth on the description of the neural morphology.

Fig. 1. Computational retinal microcircuits that are used as basic building blocks within COREM. They consist of one spatial processing module, a space-variant Gaussian filter, two temporal modules, a low-pass temporal filter and a single-compartment model, a configurable time-independent nonlinearity and a STP function.

2.1. Space-variant Gaussian receptive field

Since the early studies of the cat retinal ganglion cells by Enroth-Cugell, the Gaussian filter has become the model of the retinal receptive field par excellence. Sensitivity of the antagonistic center-surround receptive field of ganglion cells is often described by a Difference of two Gaussian kernels, called DOG, with different space constants. However, some cells show a more complex receptive structure than a simple DOG model and different combinations of Gaussian filters are proposed to capture the neural response more accurately

At single-cell level, a Gaussian kernel is used to approximate the biophysics of spatial synaptic integration through dendrites of retinal cells and also electrical couplings between neighboring cells. The computational operation underlying these biological mechanisms can be interpreted in terms of a spatial averaging of the neural signal. The mathematical formulation is a two-dimensional isotropic Gaussian filter, $G_\sigma(x, y)$, of space constant $\sigma$.

To counterbalance the low density of cells in the periphery of the retina, the receptive field of cells increases with eccentricity. This retina property is modeled by a space-variant Gaussian filtering scheme that gradually blurs out details as the radial distance to the fovea increases (as shown in Fig. 2).

The traditional convolution algorithm has to deal with two implementation issues: first, a Gaussian convolution is a computationally expensive operation that critically limits the performance of the simulator and, on the other side, in a space-variant approach the convolution kernel is different at each pixel. Our software performs a Deriche’s recursive filtering which approximates the Gaussian kernel, and has been extended to the space-variant case described by Tan et al.

Other retina simulators also include a space-variant Deriche’s filtering although a second order smoothing function is preferred to reduce the processing time over a more realistic Gaussian approximation. In addition, the inherent amplitude and phase distortion produced by this type of recursive filtering at the right boundary of the image is fixed by embodying the corrected version by Triggs et al.

When running the simulation in a multicore computer we also take advantage of the fact that every row and every column of the image are processed independently and can be executed in different threads.
to parallelize simulations.

2.2. Low-pass temporal filters

Low-pass temporal filters have been often used to model synaptic delays and temporal membrane integration of synaptic currents. The standard equation describing the impulse response of a low-pass filter with time constant $\tau$ is:

$$L_\tau(t) = \exp(-t/\tau)$$

(1)

Multiple distributed low-pass stages occur along the retinal pathway. Moreover, some single cells already integrate several low-pass filters. An example is the phototransduction cascade at photoreceptors, which roughly includes three processing stages: the outer segment transduction cascade, inner segment ion channel interactions and interactions in the cone pedicle. A cascade of low-pass filters can be expressed in a compact format:

$$L_{n,\tau}(t) = \frac{(nt)^n \exp(-nt/\tau)}{(n - 1)!\tau^{n+1}}$$

(2)

If $t > 0$, and zero otherwise (causal filters). Temporal low-pass filters also use a recursive approach. We decided to employ an implementation of temporal filters that is based on the Infinite Impulse Response (IIR) approach by Virtual Retina, which requires less memory and calculations than a similar Finite Impulse Response (FIR) filter. In this type of filtering, preceding output values, $Y(k - i)$, are used in the calculation of the new output values, $Y(k)$, at the current time step $k$:

$$Y(k) = \sum_j b_j X(k - j) - \sum_i a_i Y(k - i)$$

(3)

where $X(k - j)$ are the preceding input values. Coefficients $a_i$ and $b_j$ are calculated for each filter according to the equations provided in the above-mentioned publication.

2.3. Single-compartment model

Single-compartment models such as the classic Hodgkin-Huxley model neglect the neuron’s spatial structure and focus entirely on how its various ionic currents modulate the subthreshold response. Thus, spatial description of a neuron is simplified to a point neuron and its membrane potential represented by a single variable, $V$. The basic equation for a single-compartment model is:

$$C_m \frac{dV(t)}{dt} = \sum_i I_i(t) + \sum_j g_j(t)(E_j - V(t))$$

(4)

where $C_m$ is the membrane capacitance, $I_i(t)$ represent external currents (e.g., electrode currents or synaptic inputs), $g_j(t)$ are conductances of ionic channels (including a leak conductance) and $E_j$ their reversal potentials. Provided that the simulation step $\Delta t$ is sufficiently small, numerical integration of the single-compartment model is approximated by the Euler method:

$$V(t + \Delta t) = V_\infty + (V(t) - V_\infty) \exp(-\Delta t/\tau_V)$$

(5)

with

$$V_\infty = \frac{\sum_j g_j(t)E_j + \sum_i I_i(t)}{\sum_j g_j(t)}$$

(6)

and

$$\tau_V = \frac{C_m}{\sum_j g_j(t)}$$

(7)

Most of the interesting electrical properties of neurons arise from nonlinearities associated with changes of membrane conductances over time. Models of membrane conductances describe the probability that a channel is in an open, ion-conducting state at any given time. This probability, formulated in terms of gating equations, depends on the time course of membrane potential (for a voltage-dependent conductance), the presence or absence of a neurotransmitter (for a synaptic conductance), or other factors such as the concentration of calcium (for a calcium-dependent conductance).

Our interest in modeling membrane conductances lies in their functional properties to implement intrinsic and inter-cell mechanisms of feedback that allow gain control of the neural signal. Therefore, a rapid increase in the membrane potential of a cell, as an example, would elicit a proportional rise in the value of a voltage-dependent conductance $g_j(t)$, which would produce the consequent decrease of the neural gain $dV(t)/dt$ (Eq. 4). In the same manner, $g_j(t)$ defines the time constant $\tau_V$ of the single-compartment model and accounts for adaptive changes of the dynamics in the cell processing (Eq. 7). A gain control serves a dual purpose by adapting the dynamic range of the visual pathway, avoiding response saturation, and protecting the cell from
quick and large synaptic currents that could damage its internal structure.

Besides our implementation, which provides a description of this feedback mechanism based on changes in membrane conductances, many other retina models also use a feedback component to explain neural gain control in early stages of the visual system. This mechanism is sometimes also called shunting inhibition, divisive feedback or neural normalization\textsuperscript{37}. There are several models that reproduce the phenomenon of contrast gain control in the retina\textsuperscript{38; 11; 15}, LGN\textsuperscript{39}, and primary visual cortex\textsuperscript{40}. Other models also include a feedback loop to simulate adaptation to the mean light intensity\textsuperscript{41; 20} or directional selectivity to motion\textsuperscript{42; 43}. We can also find models in silicon of gain controls that reproduce wide-field motion-sensitive neurons\textsuperscript{44}.

2.4. Static nonlinearity

Some common time-independent transformations of the neural signal, such as polynomial, rectification or sigmoidal transformations (Fig. 3), are accounted for by a configurable static nonlinearity. A static nonlinearity captures the input-output relationship between synaptic input of a neuron and its postsynaptic response. They are used to introduce some important signal corrections performed by neurons (e.g., thresholds and saturation) into accurate estimates of neural responses\textsuperscript{34; 45}.

A static nonlinearity is one of the two different processing stages described by the well-known Linear-Nonlinear (LN) analysis\textsuperscript{46–50}. In this scheme, the input stimulus is convolved with a linear temporal filter and the result is transformed by a static nonlinearity to the neuron’s response. The linear filter represents the temporal relationship between the stimulus and the neuron’s response, whereas the nonlinearity represents the instantaneous mapping between the filtered stimulus and the response.

Within the different transformations implemented, a rectification function prevents the predicted neural response (and the firing rate in the case of ganglion cells) from becoming negative:

\[ y_{x>\text{thr}}(x) = ax + c \]  

If needed, a saturating nonlinearity can be included, and a sigmoidal function is often used for this purpose:

\[ y(x) = \frac{b}{1 + \exp(-ax + c)} \]  \hspace{1cm} (9)

Other polynomial transformations, used to model, for example, convex functions of a contrast feedback mechanism\textsuperscript{11}, are defined by:

\[ y(x) = ax^b + c \]  \hspace{1cm} (10)

in which, \(a\), \(b\) and \(c\) are configurable parameters that can be tuned to fit a specific neural transformation.

Fig. 3. Functions that represent the main nonlinearities that can be configured in COREM: polynomial, rectification and sigmoidal (apart from the other two nonlinearities not cited in the text but also implemented: threshold function and a piecewise function). Parameters of these functions and \(x\) values have been arbitrarily chosen to provide a graphical example.

2.5. Dynamic nonlinearity with short-term synaptic plasticity

Short-term plasticity (STP) refers to a phenomenon in which synaptic strength changes over time in a way that reflects the history of presynaptic activity and it lasts from milliseconds to tens of seconds\textsuperscript{51; 34; 52}. There are two types of STP, with opposite effects on synaptic efficacy, which are known as short-term depression and short-term facilitation. The main type of adaptation observed in the retina is depression (although another forms of plasticity are also reported\textsuperscript{31}) and it is caused by depletion of neurotransmitter release when a strong input stimulus is maintained over time.

Our main motivation to implement a plasticity microcircuit lies in recent findings hypothesizing that depression at the bipolar-to-ganglion cell’s synapse is responsible for retinal adaptation to contrast\textsuperscript{53–55} and object motion\textsuperscript{56}. We propose a STP function
that modulates the baseline of the bipolar cell’s output response, at the bipolar-to-ganglion cell’s synapse. It mainly affects the static nonlinearity of the LN analysis by shifting its offset and accounts for the two different forms of adaptation studied for contrast and object motion, fast (smaller than 100 ms) and slow (in the range of a few seconds).

To reproduce fast adaptation timescale, our STP model implements a simple updating rule based on cell’s presynaptic activity, which is used in spiking network models and has been adapted to the analog neural processing of the retina. Assuming the input function is normalized to have zero mean, the offset \( S(t) \) is continuously augmented an amount proportional to the variance of the input:

\[
S(t) = S(t) + k_f (k_s(t) \left| \text{input}(t) \right| - S(t)) \tag{11}
\]

where \( k_f \) is a parameter that specifies the fast adaptation rate and \( k_s(t) \left| \text{input}(t) \right| \) the slow adaptation term (explained below), limits the maximum value the offset can reach. The term \( \left| \text{input}(t) \right| \) provides a rectified measure of the input synaptic activity.

Over the period of slow adaptation, the baseline shows an exponential decay and recovery for steady input patterns of high and low contrast respectively. The slow recovery of the membrane offset following high contrast stimulation is often called prolonged membrane after-hyperpolarization (AHP). Synaptic depression explains slow adaptation, not only in the retina but also in the visual cortex. We adapted the basic first-order differential equation that is widely used in neural dynamics to describe transitions between different neural states (e.g., active and inactivated states in the four-state system by Ozuysal and Baccus). Slow system transitions during prolonged periods of low and high contrast are governed then by the following equation:

\[
k_s(t + \Delta t) = k_\infty(t) + (k_s(t) - k_\infty(t)) \exp(-\Delta t/\tau_s)
\tag{12}
\]

where \( \tau_s \) is the temporal constant of the slow adaptation mechanism and \( k_\infty(t) \) is inversely modulated by the input activity scaled by a plasticity factor \( k_d \):

\[
k_\infty(t) = \frac{k_d}{\left| \text{input}(t) \right|}
\tag{13}
\]

3. Overview of COREM

The retinal microcircuits described above are implemented in COREM, a configurable C++ retina simulation software. Our two goals when designing COREM have been to provide scientists with a rapid prototyping tool for retina modeling, which facilitates the study of low-level visual mechanisms, and to optimize efficiency of all its modules. An example of this optimization effort is reflected in computations of spatiotemporal equations performed by the space-variant Gaussian receptive field and the low-pass temporal filter. Both modules are formulated as recursive filters and, besides, we employ OpenMP to gain thread-level parallelism in the Gaussian filter (see Section 2 for further details). On the other hand, unlike a conventional neural simulator, layers of neurons in the retina are handled as images (using CImg library), with all the benefits that this entails, such as simultaneous access to internal variables of multiple neurons in a SIMD processor.

The modular structure of COREM allows for more flexibility of use than other retina simulators. The user can create and connect any number of computational retinal microcircuits by configuring a simulation script that follows a similar syntactic structure of the neural simulator scripts. Computational retinal microcircuits do not represent specific neuron types but rather basic retina operations that can be combined to reproduce the behavior of single neurons or networks of neurons.

We formulated these units in this manner to endow the simulation software with a higher configurability.

Fig. 4. Interface of COREM with a spiking neural network simulator. While COREM sends data of the analog presynaptic current of ganglion cells, the ganglionar spiking response is reproduced by the spiking neural network simulator.

The modular structure of COREM allows for more flexibility of use than other retina simulators. The user can create and connect any number of computational retinal microcircuits by configuring a simulation script that follows a similar syntactic structure of the neural simulator scripts. Computational retinal microcircuits do not represent specific neuron types but rather basic retina operations that can be combined to reproduce the behavior of single neurons or networks of neurons.

We formulated these units in this manner to endow the simulation software with a higher configurability.
that allows implementation of different retina models. Moreover, built-in tools for visual stimulation and data analysis give the possibility to reproduce some of the most common experimental setups used in electrophysiology of the retina (e.g., sinusoidal drifting gratings or uniform white flashes). Visual stimulus functions, as well as methods for data analysis, were implemented according to the descriptions given in publications referenced in Section 4.

Equations of neuron dynamics are updated in a time-driven fashion consistent with the analog processing architecture inherent to the retina. COREM does not provide retinal microcircuits to explicitly generate the spiking response of ganglion cells. Instead, an interface with spiking neural network simulators allows bidirectional communication with them to simulate firing mechanisms (see Figure 4). Thus, when connecting COREM with a spiking neural network simulator, simulation is driven by the latter one, which periodically sends update requests and receives data of the analog presynaptic current of ganglion cells. Ganglion cells can be simulated as simple integrate-and-fire or more complex models of spiking neurons in the neural network simulator. Integration with models of higher visual areas is therefore carried out by simply instantiating COREM as an extension module in the script of the neural network simulator.

4. Simulation results of electrophysiological experiments

To show the potential of the proposed framework, we constructed three different retina models that describe some well-known properties of the retina processing (see Figure 5), and we fitted them to published electrophysiological recordings. Our contribution in this aspect has been to adapt and combine some representative models proposed in the literature so that they can be implemented using the computational microcircuits described in Section 2.

Consistent with the premise of repeatability in the retina processing pathway, our retina models comprise some processing steps that are common to all of them. For example, a divisive feedback loop is present in many stages of different models, such as the inner segment of the cell’s model for adaptation to the mean light intensity in Figure 5A, and bipolar cells of the contrast gain control shown in Figure 5B. Inspired by the numerous approaches that have been proposed for describing the different retina functions, these retina models provide a simple but biologically realistic description of the retina processing. We wanted them to be sufficiently representative and general with the aim of including most of the concepts that characterize retina computations.

4.1. Adaptation to the mean light intensity

The visual system routinely copes with the problem of processing the high dynamic range of light intensities in natural environments by regulating sensitivity to light at early stages of visual processing. This dynamic range is obtained mainly by gain control mechanisms that adjust the cell’s dynamics to the steady illumination level. Although post-receptor adaptation has been also reported, the outer retina is suggested to be the major locus for adaptation to the mean light intensity. We simplified and adapted the molecular model of cones and horizontal cells proposed by van Hateren to fit electrophysiological data obtained from horizontal cells of the macaque retina.

4.1.1. Model of cones and horizontal cells

Figure 5A shows a model of the cone photoreceptor, which comprises the outer segment (phototransduction and calcium feedback) and the inner segment, coupled to a horizontal cell’s feedback mechanism. The first stage reproduces the temporal low-pass filtering followed by a static nonlinearity of phototransduction by cones. A cascade of first-order low-pass filters is commonly used as initial stage in different models of retinal light adaptation to approximate the retina response when the mean light level is low. In other words, this initial low-pass filtering is the low-light limit of the temporal frequency response.

By contrast, when the mean light level increases, gain at low frequencies is inversely proportional to the mean light level. Divisive feedback and feedforward gain controls have been proposed to shape this adaptation phenomenon. Some authors noted that feedback gain controls tend to be too slow to account for measured cell’s response. However, it was demonstrated that an inhibitory feedback split into three stages, calcium feedback, inner segment and horizontal cell’s feedback, gives a remarkable
Fig. 5. Retina models implemented by connection of the retinal microcircuits described in Section 2. They reproduce adaptation to the mean light intensity (A) and to temporal contrast (B), and differential motion sensitivity (C). Interconnections are either sign preserving (excitatory, black circles) or sign inverting (inhibitory, white circles). A circle with the plus sign (+) represents linear addition of neural signals. Feedback mechanisms formed by a single-compartment model, a static nonlinearity and a low-pass temporal filter connect the input from the preceding retina stage to the current port ($I_i(t)$ in Eq. 4) and the feedback branch to the conductance port ($g_j(t)$ in Eq. 4). Thus, conductance of the single-compartment model is modulated by the feedback signal. Cone inputs correspond to the transformation that maps the input visual stimuli to the cone spectral sensitivities by using the Hunt-Pointer-Estevez (HPE) matrix \cite{61}. For these experiments, the type of cone (L, M or S) is not specified because a spatially uniform achromatic stimulus is employed.

good fitting and better reflects the inherent biology of photoreceptors and horizontal cells\cite{20}.

While formal definition of some of the different feedback loops proposed in our retina models includes a calcium-dependent mechanism (e.g., the calcium feedback in the model presented here or the intrinsic adaptive mechanism at bipolar cell level in Figure 5B), we have implemented them using a single-compartment model and a feedback conductance that resembles a voltage-gated conductance. Calcium- and voltage-dependent conductances can be roughly described by the same set of equations, although physiological interpretation of their parameters is different\cite{34, 35}. In a calcium-dependent system, the adaptive conductance would depend on the concentration of calcium inside the neuron instead of a direct relationship with its membrane potential. Calcium-activated channels are opened by increases in concentration of intracellular calcium occurring during synaptic transmission. Thus, a rise of calcium influx produces an increase of the calcium-dependent conductance that feedbacks the current neural state and results in a similar gain control of the neural system.

In the model, the calcium feedback pathway consists of a low-pass filter with a small time constant (5 ms) and a polynomial static nonlinearity that modulates strong feedback by using an exponent of value 4 (both time constant and exponent values are comparable to $\tau_c$ and $n_c$ in the model by van Hateren\cite{20}).
Fig. 6. Simulation results for the model of adaptation to the mean light intensity (color solid lines) and electrophysiological recordings (color markers) obtained from horizontal cells of the macaque retina\textsuperscript{30}. Data points have been sampled from Figure 6 in the publication\textsuperscript{30}. Input stimuli are spatially uniform white pulses of 10, 100, and 160 ms at a fixed Weber contrast of 8 and background illuminances of 1, 10 and 100 trolands. All pulses start at 0 ms. A gray dashed line has been used to interpolate electrophysiological data and improve visualization.

Much of the adaptation process is rapidly driven by the calcium feedback, which is mainly responsible for reducing the response gain. The inner segment feedback has a higher time constant and an exponent of value 2 to follow up finer adaptation features (e.g., resonant oscillations in the impulse response, represented in Fig. 6). A linear subtractive scheme is used for the horizontal feedback shown in the last stage of Figure 5A.

While modeling similar feedback architectures for the inner segment and horizontal cells, we have largely simplified the circuitry proposed by van Hateren\textsuperscript{20} and slightly modified their roles in the adaptation process. A divisive feedback loop, such as the inner segment feedback, can be easily tuned to produce high-frequency oscillations, which represents a simpler design approach. On the other hand, a linear subtractive scheme at the horizontal cell’s level, which doesn’t include complex nonlinear components, is consistent with the slow linear inhibition performed by horizontal cells and implemented also in the rest of retina models.

4.1.2. Responses to pulses

Figure 6 shows simulated and measured responses to uniform white pulses of 10, 100, and 160 ms at a fixed Weber contrast of 8 and background illuminances of 1, 10 and 100 trolands (td). The model fittings (red, green and blue solid lines) were made to all stimulus conditions simultaneously, and are generally quite good approximations, considering the wide range of stimulus conditions. Details of multiobjective parameter fitting of the model are given in appendix A.

It is possible to identify the main stages of the model responsible for various aspects of the response shapes. The calcium feedback plays a key role in gain control, preventing the response from scaling proportionally with the background luminance. It may be noted that high-frequency oscillations due to the inner segment feedback, shown at the onset and removal of the stimulus, are more prominent for a 100 td background and nearly imperceptible for the 1 td background. At low mean light intensities the inner segment cannot produce a strong feedback and its effects are less prominent, compared to the previous stage, because of the lower value of the exponent in the static nonlinearity. Slow decrease in the steady response and rebounds after stimulus removal are motivated by the linear horizontal cell’s feedback.

4.1.3. Responses to sinusoidal gratings

By using the same model parameters of the previous experiment, a new stimulus is simulated to represent sensitivity as a function of frequency and background illluminance (see Figure 7). For each background illumination, temporal frequency of a low-contrast sinusoidal grating, at three different background illuminances (10, 100 and 1000 td) is progressively increased and the response amplitude divided by the background illumination to calculate sensitivity (in mV/td) at different frequencies.

The model captures the main features of the experimentally measured response\textsuperscript{30} and simulated responses resemble those obtained in other models\textsuperscript{20}: a decrease of responsivity as a function of the background level for low frequencies, and asymptotic convergence at high frequencies; an increase of the cutoff frequency as a function of background level; and
a resonance peak at higher frequencies, particularly visible at the 100 and 1000 td background levels.

Fig. 7. Logarithm of the amplitude sensitivity of the simulated model (in mV/td) plotted as a function of the grating frequency for different background illuminances (10, 100 and 1000 td). Physiological recordings are not included in this figure because authors do not provide an averaged inter-cell response that could be used as optimization target. Our results reproduce remarkably well all features of the neural behavior (e.g., cutoff frequency) and simulated values are within the range of measured values for the different cells.

4.2. Fast and slow temporal contrast adaptation

Adaptation to the variance of light intensities is known as temporal contrast adaptation. After a change in contrast, retinal cells express at least two adaptive mechanisms: a fast change in the response occurs within the first tens of milliseconds and a slow component over some tens of seconds following the contrast switch. When the stimulus environment changes from a low to high variance, temporal filtering quickly accelerates, sensitivity decreases, and the average response increases. For a high-contrast pattern maintained over time, a slow decay in the average response is produced that opposes the fast change in the cell’s baseline. Upon a decrease in contrast, all these changes reverse direction. The time constants for slow adaptation are asymmetric, with the baseline decaying faster in high contrast than it rises in low contrast.

Contrast adaptation originates in bipolar cells and neither photoreceptors nor horizontal cells are involved in the process. Some experiments have shown that contrast adaptation effects are still present under physiological blockade of amacrine synapses, ruling out a critical role for amacrine cells in driving contrast adaptation. Slow adaptation mechanisms are apparently driven by prolonged reduction of glutamate release at the bipolar-to-ganglion synapse. Gain of spike generation at the level of ganglion cells adapts to contrast by slow inactivation of voltage-dependent Na+ channels. Recordings in bipolar cells suggested that another intrinsic gain control mechanism lies in the bipolar cell dendrites and depends on calcium feedback.

Our goal was to accurately predict intracellular recordings of ganglion cell’s membrane potential by capturing all adaptive features of temporal filtering and the static nonlinearity in the LN analysis. Gain control in the subthreshold response of ganglion cells originates from gain control of its excitatory bipolar cell inputs. We implemented an intrinsic mechanism for gain control at the level of bipolar cells, which can account for most of the fast-onset contrast adaptation, and another mechanism of STP at the bipolar-to-ganglion synapse.

4.2.1. Retina model

Figure 5B shows a whole retina model that accounts for fast and slow contrast gain control. The first stage is a linear subtraction at the Outer Plexiform Layer (OPL) to represent the well-known opposition between the center of the receptive field, driven by photoreceptors, and the surround signal transmitted by horizontal cells. In the time domain, a biphasic impulse response results from subtraction of photoreceptor signal and its delayed version by horizontal cells, and this is the characteristic temporal shape observed throughout all retina stages. We decided to implement this OPL model, rather than using a predefined linear filter, because each of its components has direct connection with biological mechanisms. Note that the center-surround structure at OPL is repeated for the other retina models in Figure 5 but including spatial filtering modules (i.e., Gaussian filters) that have been omitted here since they are not relevant for the processing of a spatially uniform stimulus.

Bipolar cells implement a contrast gain control based on a divisive feedback loop, because each of its components has direct connection with biological mechanisms. Note that the center-surround structure at OPL is repeated for the other retina models in Figure 5 but including spatial filtering modules (i.e., Gaussian filters) that have been omitted here since they are not relevant for the processing of a spatially uniform stimulus.
Fig. 8. LN analysis of the simulated response of the model for contrast adaptation (solid lines) fit to intracellular recordings (color markers) of salamander ganglion cells\textsuperscript{19}. Data points have been sampled from Figure 3 in the publication\textsuperscript{19}. Four different contrast intervals are considered in the average of measurements: \(L_{\text{early}}\) corresponds to the first 10 seconds after a low contrast step and \(L_{\text{late}}\) to the period from 10 to 20 seconds after a low contrast step. \(H_{\text{early}}\) and \(H_{\text{late}}\) are defined similarly for a high contrast step. \(LC\) refers indistinctly to \(L_{\text{early}}\) and \(L_{\text{late}}\). Similarly for \(HC\). They are used in the linear filter because measured curves over the contrast periods are identical. The input stimulus is an alternating spatially uniform sequence of high and low contrast periods of 20 s. Values of the sequence are chosen every 5 ms, which corresponds to the simulation step, from a Gaussian probability distribution with normalized mean intensity 0.5. Contrast, defined as the quotient between standard deviation and mean intensity of the Gaussian distribution, was 0.1 for low contrast patterns and 0.5 for high contrast patterns. We have followed the correlation method described by Baccus and Meister\textsuperscript{46} to generate results of the LN analysis.

Fig. 8 compares the LN analysis of simulation results and intracellular recordings of salamander ganglion cells\textsuperscript{19}. We have presented results of a preliminary version of this retina model in Ref. 71, 72. Here, parameters of the model in Figure 5B have been optimized for fitting simultaneously to both the linear filter and the static nonlinearity (see appendix A). The model captures fast adaptation changes in the temporal filter: a high contrast step decreases the time to peak with a consequent acceleration of the neural dynamics, and makes the temporal response more differentiating. Fast adaptation changes are also observed in the static nonlinearity by a decrease of the sensitivity, which is defined as the average slope of the nonlinearity, and a quick depolarizing offset, as measured by the increase of the average value. Slow adaptation mainly affects the offset of the static nonlinearity, by decreasing it during a high contrast period and motivating its slow recovery after a switch to low contrast (Figure 9).

Most of retina models for contrast gain control do not reproduce all adaptive features of the static nonlinearity in the LN analysis\textsuperscript{11; 39; 38; 15}. By introducing a STP at the bipolar synaptic terminal our goal was to reproduce offset changes in the bipolar cell’s response. The main effects that are modeled by the STP module are a fast increase in the response to the onset of high contrast adaptation, slow decay of the response for a maintained high-contrast pattern and the consequent membrane AHP recovery afterwards.
fit of the OPL biphasic shape (characterized by the first negative peak and maximum value of the linear filter within the first 150 ms in Figure 9) and a complete removal of the second minimum reflected in the measured data (after 200 ms). By contrast, an increase in the feedback signal would worsen approximation of the first negative peak and pull the response after 150 ms towards this second minimum. Since both minimum values of the linear filter cannot be perfectly fit simultaneously we present a trade-off solution by a multiobjective optimization that slightly deviates from measures of late values in the high-contrast curve but produces a fairly well fitting of the rest of curves.

Fig. 9. Simulated membrane potential of ganglion cells over time. In this figure, the first 20 s correspond to a high contrast period and the following 20 s to a low contrast period. The red solid line approximates the offset of the neural response. The contribution of two distinct temporal components, fast and slow, to the onset of high contrast adaptation is suggested by asymmetric time courses of the different contrast periods. Fast adaptation changes are more significant for an increase in contrast, which results in a peak of the membrane potential after a contrast switch (at 0 s). A slow decay in the membrane potential is produced afterwards. By contrast, when a low contrast step occurs (at 20 s), AHP restores the baseline and opposes previous changes. This figure has been adapted from Figure 3 in a previous publication.

One of the most detailed retina models for contrast adaption, which also reproduces all adaptive features, has been proposed by Ozuysal and Baccus. In their model, the late values of the high-contrast are approximated by a flat response of the system (Figure 3 of the publication), whereas our model shows somehow a tendency to reproduce this rebound of the measured neural response. Strong oscillations of the high contrast curve do not represent the neural response of all cells measured but they often appear in cells that strongly adapt to contrast. We could hypothesize that another adaptive mechanism (e.g., a second feedback stage with different time constants), which activates for high contrast stimuli, could account for this negative rebound.

4.3. Object motion sensitive (OMS) cells

The visual task of detecting objects moving within a scene is not a trivial task. Image motion on the retina can be produced by two different reasons. One is the movement of objects in the scene. The other results from self-motion, such as translation when walking or movements of the head, and eye movements, large gaze-shifting eye movements and the incessant fixational eye movements.

To detect moving objects, a type of ganglion cells, referred as object motion sensitive cells (OMS), distinguish differential motion, between the receptive field center and surround, from the global retinal image drift. An OMS ganglion cell remains silent under global motion of the entire image but fires when the image patch in its receptive field moves differently from the background. To accommodate all kinds of observer motion, this selectivity for differential motion does not depend on direction of motion, nor the image pattern, only on the speed.

4.3.1. Retina model

Our retina model (Figure 5C) is a computational implementation of previous models that includes as a novelty the STP microcircuit at the ganglion cell’s synaptic input to produce differential motion adaptation. In this model, ganglion cells pool neural signals within its receptive field from many retinal structures formed by the bipolar cell’s processing pipeline shown in Figure 5C (the Gaussian filter at ganglion cell’s synapse is not represented in this figure). One can identify two key components that modulate the OPL biphasic response from photoreceptors and horizontal cells and account for differential motion detection in the subthreshold response of ganglion cells. The first one is formed by spatial pooling of rectified responses of bipolar cells. It ex-
Fig. 10. (A) Simulated firing rates of OMS cells in response to a jittering grating alternating between 40 s of differential motion (red markers) and a varying interval of global motion (blue markers). A dashed blue line interpolates simulated values for the differential motion interval. Global motion corresponds to the first 40 s in the first graph, 20 s in the second and 10 s in the last graph. (B) Firing rate at the onset of differential motion divided by the final value of this interval, plotted as a function of the preceding duration of global motion (B). The jittered gratings consisted of black and white bars with a spatial periodicity of 0.57 degrees of retina visual angle. The object region (a circle) was 1.14 degrees in diameter and the whole retina surface simulated encompassed 5.7 degrees. The jitter trajectory was generated by stepping the background and object gratings periodically in 1D every 15 ms with a step size of 0.029 degrees, synchronously for global motion and asynchronously for differential motion. The retina model is connected with NEST to simulate leaky integrate-and-fire ganglion cells and generate the spike train data. Parameters of the model have been tuned manually to approximate the neural behavior, assuming firing rates which would be registered for a single trial, of Figure 2 in the publication by Ölveczky et al.

plains the fact that OMS cells respond to gratings much finer than the receptive field center, and independently of the phase of the grating.

The second important computational property of the OMS circuit arises in this model from background inhibition, possibly driven by polyaxonal amacrine cells, of the central region of the ganglion receptive field. Both the excitatory signal from bipolar cells and inhibition from amacrine cells are delivered to ganglion cells in a sparse sequence of transient pulses, which correlate with shifts of a jittering motion stimulus. Thus, if the background trajectory matches the object trajectory in the center of the receptive field, inhibition and excitation synchronize and the OMS ganglion cell remains silent.

The retina model adds a STP microcircuit at the synapse from bipolar to ganglion cell. Based on the same concept of slow contrast adaptation discussed above, the STP microcircuit reproduces differential motion adaptation by synaptic depression. Therefore, during continued exposure to differential motion, the firing rate of OMS cells exponentially decreases with average time constants in the range 2-20 s. A similar asymmetry is also found in time constants of global and differential motion adaptation. Recovery from differential motion adaptation occurs more slowly, with an average time constant of 52 s.

4.3.2. Recovery from differential motion adaptation

A jittering grating has been used to reproduce the experimental setup that simulates fixational eye movements. This grating stimulus divides the image region into an object region covering mainly the ganglion cells receptive field center and a peripheral large background region covering the rest of the retina. Both the background and the object gratings jittered periodically with the same statistics, either coherently (global motion), simulating a stationary background scanned by eye movements, or with different trajectories (differential motion).

Figure 10A shows firing rates of OMS cells in response to this stimulus alternating between 40 s of differential motion and a varying interval of global motion. Our simulation results reproduce the neural tendency of cells registered by Ölveczky et al.: slow exponential decay for differential motion and changes in the onset of differential motion after different intervals of global motion. The OMS response at the onset of differential motion presents its maximum value when the time interval of global motion is closer to the average time constant of 52 s and the neuron has enough time to recover its membrane baseline (Figure 10B). Longer intervals of global mo-
tion do not significantly increase the OMS response at the onset of differential motion.

5. Conclusions

We have presented a new framework for realistic computational retina modeling that is based on three main contributions: definition of a set of computational retinal microcircuits that can be used as basic building blocks, use thereof to develop retina models that reproduce some of the most characteristic retina functionalities, and implementation of an efficient and configurable retina simulation tool called COREM.

Parameters of the different retina models were optimized to fit published electrophysiological recordings. Our model of photoreceptors and horizontal cells reproduce adaptation to the mean light intensity in response to uniform white pulses at different Weber contrasts, background luminances and as a function of the stimulus drifting frequency. A different retina model accurately predicts temporal contrast adaptation by capturing all adaptive features of temporal filtering and the static nonlinearity in the LN analysis. Finally, we also fitted the neural behavior of OMS ganglion cells for a jittering stimulus that approximates fixational eye movements.

On the other side, we have already published preliminary results of models that implement different retina architectures in the red-green pathway. A retina circuit that reproduces the coextensive receptive field structure in the blue-yellow pathway is currently being developed as well. Both models of the chromatic pathways can be implemented in terms of the computational retinal microcircuits. While our retina models fulfill the goal of this study, future work will require validating these models against new physiological data. Model validation will provide us with a measure of how accurate these models are to predict outcome values for previously unseen data.

Retina models proposed in the literature are often ad hoc models whose parameters can be modified but not their connection scheme. The modular structure of COREM allows for more flexibility of use than other retina simulators. The user can configure different retina architectures through a simulation script that follows a similar syntactic structure of the neural simulator scripts. Following the example of neural simulators, the computational retinal microcircuits implemented in COREM unify different concepts found in the literature and represent some of the most recurrently used algorithms for retina modeling.

With this framework, we have shown by computational simulations that a single processing structure can be plausibly involved in the processing pathway of different retina behaviors. This goes in line with the evidence (see Ref. 37 for a review) that the brain performs a set of canonical neural computations to solve similar problems across different brain regions. A clear example is the feedback mechanism which we have recurrently used to perform gain control (also called divisive normalization) of the neural signal.

While we now have a good understanding of most of the constituent cell types in the retina and some general ideas of their connectivity, computational operations performed by the retina remain as an open research topic. Unified frameworks of different computational theories proposed for the retina modeling are valuable tools that can facilitate future studies in this area.
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Appendix A Multiobjective parameter fitting

A multiobjective genetic algorithm automatically optimizes parameters of the retina models for adaptation to the mean light intensity and temporal contrast. A general evolutionary search was configured whereby the random initial population of solutions is evolved by applying uniform crossover and Gaussian mutation operators in combination with a well-known multiobjective selection algorithm (NSGA-II).

Different error functions have been proposed to optimize parameters of neuron models and for model
Appendix B Model parameters

Best fits of parameters found for the different retina models are shown below.

- Adaptation to the mean light intensity: \( \tau_{\text{photo}} = 20.0 \text{ ms}, n_{\text{photo}} = 2.0, a_{\text{photo}} = -0.1, b_{\text{photo}} = 1.0, c_{\text{photo}} = 0.0, C_{\text{calcium}} = 1.0 \mu F/cm^2, E_{\text{calcium}} = 0.0, \tau_{\text{calcium}} = 5.0 \text{ ms}, n_{\text{calcium}} = 2.0, a_{\text{calcium}} = 1.5, b_{\text{calcium}} = 4.0, c_{\text{calcium}} = -1.0, C_{\text{inner}} = 1.0 \mu F/cm^2, E_{\text{inner}} = 0.0, \tau_{\text{inner}} = 10.0 \text{ ms}, n_{\text{inner}} = 3.0, a_{\text{inner}} = 1000.0, b_{\text{inner}} = 2.0, c_{\text{inner}} = -2.0, \theta_{\text{inner}} = -0.1, \tau_{\text{horizontal}} = 55.0 \text{ ms}, n_{\text{horizontal}} = 1.0, a_{\text{horizontal}} = 230.0, b_{\text{horizontal}} = 20.0, c_{\text{horizontal}} = 4.0. \)

- Fast and slow temporal contrast adaptation:
  \( \tau_{\text{photo}} = 75.7 \text{ ms}, n_{\text{photo}} = 9.7, a_{\text{photo}} = -1.0, b_{\text{photo}} = 1.0, c_{\text{photo}} = 0.0, \tau_{\text{horizontal}} = 45.5 \text{ ms}, n_{\text{horizontal}} = 6.4, a_{\text{horizontal}} = 1.0, b_{\text{horizontal}} = 1.0, c_{\text{horizontal}} = 0.83, C_{\text{bipolar}} = 1.2 \mu F/cm^2, E_{\text{bipolar}} = 0.0, a_{\text{bipolar}} = 66.8, b_{\text{bipolar}} = 1.0, c_{\text{bipolar}} = 4.2, \tau_{\text{feedback}} = 31.0 \text{ ms}, n_{\text{feedback}} = 5.0, a_{\text{feedback}} = 70.8, b_{\text{feedback}} = 2.0, c_{\text{ganglion}} = 6.6, a_{\text{ganglion}} = 0.5, b_{\text{ganglion}} = 1.0, c_{\text{ganglion}} = -95.0, k_{(f)\text{ganglion}} = 0.5, \tau_{(s)\text{ganglion}} = 12000 \text{ ms}, k_{(d)\text{ganglion}} = 6.0. \)

- Object motion sensitive (OMS) cells:
  \( \tau_{\text{photo}} = 30.0 \text{ ms}, n_{\text{photo}} = 5.0, a_{\text{photo}} = -1.0, b_{\text{photo}} = 1.0, c_{\text{photo}} = 0.0, \tau_{\text{horizontal}} = 20.0 \text{ ms}, n_{\text{horizontal}} = 10.0, a_{\text{horizontal}} = 1.0, b_{\text{horizontal}} = 1.0, c_{\text{horizontal}} = 0.0, \sigma_{\text{horizontal}} = 0.05, C_{\text{bipolar}} = 1.0 \mu F/cm^2, E_{\text{bipolar}} = 0.0, a_{\text{bipolar}} = 10.0, b_{\text{bipolar}} = 1.0, c_{\text{bipolar}} = 0.0, \tau_{\text{thresholdbipolar}} = 0.0, \sigma_{\text{bipolar}} = 0.05, \tau_{\text{amacrine}} = 5.0 \text{ ms}, n_{\text{amacrine}} = 0.0, a_{\text{amacrine}} = 30.0, b_{\text{amacrine}} = 2.0, c_{\text{amacrine}} = 2.0, \sigma_{\text{amacrine}} = 0.3, a_{\text{ganglion}} = 1.0, b_{\text{ganglion}} = 2.0, c_{\text{ganglion}} = 0.0, \sigma_{\text{ganglion}} = 0.1, k_{(f)\text{ganglion}} = 0.1, \tau_{(s)\text{ganglion}} = 10000 \text{ ms}, k_{(d)\text{ganglion}} = 0.05. \)
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