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ABSTRACT: A number of phosphonates and carboxylates were tested as potential crystallization inhibitors for epsomite
(MgSO4+7H>0). Epsomite nucleation is strongly inhibited in the presence of amino tri(methylene phosphonic acid) (ATMP),
diethylenetriaminepentakis (methylphosphonic acid) (DTPMP), and poly(acrylic acid) sodium salt (PA). These additives also act as
habit modifiers promoting the growth of acicular crystals elongated along the [001] direction. Environmental scanning electron
microscopy (ESEM), Fourier transform infrared spectroscopy (FTIR), atomic force microscopy (AFM), and molecular modeling of
additive adsorption on specific epsomite (hkl) faces are used to identify how these additives inhibit epsomite crystallization. Additives
attach preferentially on epsomite {110} faces, at edges of monolayer steps parallel to [001]. Step pinning and the eventual arrest of
step propagation along [110Udirections account for the observed habit change. Hydrogen bonding between the functional groups of
additive molecules and water molecules in epsomite {110} appears to be the principal mechanism of additive—epsomite interaction,
as shown by FTIR and molecular modeling. Molecular modeling also shows that DTPMP displays a high stereochemical matching
with epsomite {110} surfaces, which can explain why this is the most effective inhibitor tested. The use of such effective crystallization
inhibitors may lead to more efficient preventive conservation of ornamental stone affected by epsomite crystallization damage.

1. Introduction

The term epsomite (MgSO4+7H,0) was first used by de la
Métherie in 1806 to refer to the “bitter salt” forming in the
thermal springs of Epsom, Surrey (UK). However, earlier reports
on the so-called “Epsom salt” exist.' Epsomite is a widespread
evaporite mineral>® and has played a number of roles of
scientific interest over the last four centuries.' It has numerous
medical and pharmaceutical applications, for example, in the
treatment of cardiac arrhythmia, acute asthma, eclampsia, and
gallstones.* It has been used in agriculture (fertilizer), cotton
and silk manufacturing, ore processing, and as an additive in
explosives."* It is a raw material for manufacturing various
chemicals containing magnesium and also has applications in
the field of dosimetric measurements.”> Recently, epsomite has
attracted a great deal of research interest because hydrated
magnesium sulfates have been identified in meteorites,>” and
their presence has been inferred on the surface of Mars®'?
and the Galilean satellites of Jupiter: Europa, Callisto, and
Ganymede.!'™'* Sulfates, and hydrated magnesium sulfates
among them, represent ca. 30 wt % within saline sediments on
Mars, and appear to account for equatorial hydrogen observed
by Odyssey spacecraft.’” Hydrated magnesium sulfates thus seem
to be significant contributors to the present day Martian water-
cycle, and may reveal much about the history of water on
Mars.'® In addition, catastrophic dehydration of epsomite-rich
formations has been claimed to account for the development of
outflow channels on Mars.'>'® Evidence of saline water oceans
beneath the ice crusts of Europa, Callisto, and Ganymede has
bolstered speculation that they may harbor life.'""'* The study
of the formation and transformations of magnesium sulfate salts
in pure inorganic or organic-rich systems may therefore have
profound implications for the understanding of current condi-
tions which may support life on Mars or on the Galilean
satellites of Jupiter.
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Epsomite is also a common salt that contributes to the
weathering of a range of rocks and building materials all over
the world."”'? Its weathering influence has made this sulfate
one of the chosen salts with which to perform standard
accelerated decay tests for building materials.*® Crystallization
pressure exerted by epsomite crystals when grown in a confined
space can lead to significant damage to porous ornamental
stone,?' typically resulting in the disintegration and loss of
priceless pieces of architectural and sculptural heritage.”
Sulfates, that are mainly derived from groundwater,'® seawater,”
and/or atmospheric pollution,* in combination with Mg-rich
building materials such as dolostones and/or dolomitic lime
mortars, are related to stone decay by epsomite.'”*>%’

There are a number of conservation treatments for porous
ornamental stone affected by salt weathering.?®° However, such
treatments (e.g., application of organic consolidants such as
acrylic resins) tend to mask the effects of salt weathering and
do not tackle the problem before it starts (i.e., they are not
preventive treatments).?’ Recently, it has been proposed that
additives that modify salt crystallization processes could be a
new means to halt and/or mitigate salt weathering affecting
sculptural and architectural stone.?*? Additives dosed at low
concentrations (ppm) either inhibit or promote salt crystalliza-
tion. In the first case, they favor the formation of harmless salt
efflorescence on stone surfaces, being effective in desalination
treatments.*” Because of the eventual loss of additive incorpo-
rated into efflorescence crystals, maintenance (i.e., repeated
application of the treatment over time) might be necessary. In
the second case, that is, promotion, salt crystallization occurs
in the stone pores at a relatively low supersaturation, resulting
in low crystallization pressure and minimal damage.”® Ferro-
cyanides have been shown to be effective in minimizing salt
damage due to NaCl crystallization in porous stone, mortars,
and bricks due to their high crystallization inhibition capacity
and their ability to promote efflorescence growth.**** Some
phosphonates inhibit the crystallization of mirabilite (NaSO4*
10H,0), thus representing a potential treatment for materials
affected by this damaging salt.>® However, little is known about
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the effects of phosphonates, as well as other organic additives,
on the crystallization of other damaging soluble salts such as
epsomite. Furthermore, despite the widespread use of phospho-
nates, carboxylates, and polyacrylates, among other common
additives, in preventing/delaying the crystallization of sparingly
soluble salts, such as barite,>**° calcite,*'** pyrite,45 calcium
oxalate,*®*” and hydroxyapatite,*®*° their action on nucleation
and crystal growth is however not yet fully understood.* On
the other hand, although much research has been dedicated to
the study of the interaction between sparingly soluble alkali earth
salts and organic additives, very little is known about the
interaction of organic additives with divalent cations in highly
soluble salts such as magnesium sulfates. To our knowledge
only two papers studied the effects of organics, a surfactant
(sodium dodecyl sulfate)™ and urea,” on the crystallization of
epsomite.

It is the aim of this work to evaluate the effects of several
organic additives dosed at different concentrations and pHs on
the crystallization of epsomite as a first step to indicate if they
can be effective as a conservation treatment for salt damaged
ornamental stone. The additives tested include (a) poly(car-
boxylic) acids and derivatives (citric acid, CA; aspartic acid
sodium salt, AAS; poly(acrylic acid, sodium salt), PA, with
molecular weight of 2100), and (b) poly(phosphonic) acids such
as 1-hydroxyethylidene-1,1-diphosphonic acid (HEDP), amino
tri(methylene phosphonic acid) (ATMP), and diethylenetri-
aminepentakis (methylphosphonic acid) (DTPMP). All of these
additives are commonly used as crystallization inhibitors in
industrial and technical applications. The role of chemical and
structural factors (i.e., matching between additive functional
groups and specific crystal faces of the growing salt) on the
effects of the additives in epsomite crystallization have been
investigated at different length-scales (from the molecular scale
to the microscale) combining scanning electron microscopy,
atomic force microscopy, infrared spectroscopy, and molecular
modeling.

2. Methodology

2.1. Batch Crystallization Tests. Batch crystallization tests were
carried out using a special laboratory set up designed to allow
crystallization of salt solutions following free evaporation in a controlled
environmental chamber (7= 25 + 2 °C; RH = 40 £ 10%). Details of
the experimental setup have been previously published.*?

A stock saturated magnesium sulfate solution was prepared using
anhydrous solid (Panreac, analytical grade) and deionized water. The
saturated solution was decanted to remove any undissolved solid.
Additives were dosed to the saline solution in concentrations ranging
from 10~* to 10~" M. Additives acidify the saturated magnesium sulfate
solution (from pH ~7 down to pH 3.2—4.0); thus, the pH was adjusted
to the target pH with NaOH. Evaporation rate and supersaturation were
assessed from measurements of weight loss following free evaporation
of the saline solution and conductivity (Orion pH-conductivity unit).
Both measurements were performed continuously to determine induc-
tion time, that is, elapsed time between the beginning of the test and
the onset of crystallization, and critical supersaturation, that is,
supersaturation reached at the onset of crystallization, which was
calculated using the formula o = 100(C — Cy)/Cy, with C and Cj being
the actual and the saturation concentrations, respectively. In a few cases,
the onset of crystallization was assessed by a sudden change in the
slope of the conductivity vs time curve,’! corresponding to the visual
detection of precipitates. However, in most cases, conductivity mea-
surements were not valid to determine the onset of crystallization. In
these latter cases, conductivity variations either showed no clear trend,
or a constant conductivity reduction was observed right from the start
of the run, with no change in the slope of the conductivity vs time
curve after precipitates were visually observed. Thus, the crystallization
onset was detected visually. Since growth inhibition (G.1.) values were
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used for comparison purposes, eventual (systematic) errors associated
with visual detection of crystallization onset should not affect the
interpretation of the results.”®

2.2. Analysis of Precipitates. Following crystallization, precipitates
were collected and observed by means of optical microscopy and
environmental scanning electron microscopy (ESEM, FMI Quanta 400).
No sample preparation was required before ESEM observations.
Additionally, the crystallization of epsomite in a saturated magnesium
sulfate solution drop (with and without additives) was observed in situ,
at high magnification, within the ESEM chamber. Crystallization was
achieved by reducing the water pressure in the chamber (from 6.5 to
2.5 Torr) at 5 °C. The temperature of the sample-holder was controlled
with a Peltier stage. Digital photomicrographs were recorded during
the crystallization event. Details on the use of the ESEM for dynamic
crystallization experiments have been reported elsewhere.’? Powder
X-ray diffraction (XRD) patterns of the precipitates were obtained on
a Phillips PW 1547 diffractometer with Cu Ka radiation (1 = 1.5418
A). The vibrational spectral characteristics of magnesium sulfate crystals
were studied on a Nicolet IR200 Fourier transform infrared spectrometer
(FTIR) using the KBr pellet method.

Atomic force microscopy (AFM) was used to study the surface
topography of epsomite crystals grown with and without additives.
Observations of epsomite growth surfaces were conducted at 25 °C
using a Multimode Nanoscope III (Digital Instruments) working in
contact mode. All images were taken using high aspect ratio Si3Ny tips
with a typical radius of curvature of ~10 nm. The images were
reproducible with different tips and with different sample positions and
orientations. The growth surfaces studied were {110} faces of optically
clear epsomite single crystals, grown with and without additives. Such
surfaces are the most important in epsomite (see below). Only images
collected at different scan angles and displaying the same morphological
features were recorded and used for further analysis.

2.3. Molecular Modeling of Epsomite Morphology and Addi-
tive—Epsomite Interactions. The MSI Cerius® computer program
(Accelerys, San Diego) was used to model epsomite morphology using
three different methods for predicting the external morphology of
crystalline materials: (a) the Bravais, Friedel, Donnay and Harker
(BFDH) algorithm, which is an approximation based on a geometrical
calculation that uses the crystal symmetry and lattice parameters to
generate a list of possible growth faces and their relative growth rates
from which crystal morphology can be deduced, without considering
the cell formulation or using energy parameters. Assuming that growth
involves consecutively adding growth planes of atoms and molecules,
and if energetic effects are not taken into account, the ease of adding
a plane is proportional to its thickness. Thus, a thicker growth plane
grows more slowly and has a smaller center-to-face distance, and as a
consequence, it would be most likely to appear in the crystal; (b) the
attachment energy (AE) method, which relies on a calculation of the
energy released when a growth slice is added to a growing plane for
predicting the growth morphology of a crystal. It can predict the shape
of a crystal more accurately than the BFDH method because it takes
the energetics of the system into account, although this is not always
the case (see following section). The growth rate of the crystal face
is proportional to its AE. That is, faces with the lowest attachment
energies are the slowest growing and, therefore, have the most
morphological importance. The AE is calculated for a series of suitable
(hkl) slices that are chosen by performing a Donnay-Harker prediction.
From the energy calculation and, hence, the growth rate, a center-to-
face distance is assigned to each face. Both BFDH and AE predict the
relative growth rates of possible growth faces; (c) in contrast, the surface
energy (SE) method predicts the equilibrium morphology which
minimizes the total surface energy of the crystal (Gibbs-Wulff model)
by determining the surface energy of the relevant faces. The equilibrium
morphology is calculated at zero temperature. The calculated surface
energy is an average between the surfaces with Miller indices {h k [}
and {—h —k —I}. The latter restriction is important for noncentrosym-
metric crystals (i.e., epsomite, with space group P2;2,2).>* Both AE
and SE methods assume that the surface is a perfect termination of the
bulk and that no surface relaxation takes place.

Morphology calculations (BFDH, AE, and SE) were performed in
order to identify the key growth faces of epsomite, that is, those faces
that are morphologically more important because they display slower
growth rates, and therefore would be most probable candidates for
additive adsorption. Several surface cells were created from the epsomite
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unit cell at a given Miller plane (cleavage plane) corresponding to the
dominant growth faces. These surface cells were further extended to a
block of three or nine cells. On these cells, possible docking positions
of the additive molecules were tested superimposing each of the
molecules on these faces. Prior to this, the structure of the most effective
additive (in terms of crystallization inhibition, i.e., DTPMP: see below)
was optimized following the methodology outlined by Ruiz-Agudo et
al.*® This approach gave a crude, yet effective approximation as to
whether the phosphonic acid groups in the additive would be capable
of binding to at least two Mg ions in the epsomite lattice. A similar
approach has been used successfully by Cody and Cody,*® Bosbach et
al.,®® and Ruiz-Agudo et al.*® It has been shown that for effective
interaction between additive and crystals, the molecule of the additive
has to have several functional groups.>* Note also that additives that
bind simultaneously at two surface sites will be much more effective
at blocking step growth than a single ion molecule.’® At least two
functional groups were thus required for modeling phosphonate
adsorption onto epsomite (bidentate adsorption) as in Pina et al.*® and
Ruiz-Agudo et al.*®

3. Results and Discussion

3.1. Critical Supersaturation and Induction Time: Ef-
fect of Additive Concentration and pH. In order to compare
the effects of the different additives tested, critical supersatu-
ration data were normalized with respect to the control critical
supersaturation by using percentage of growth inhibition (G.1.).
The latter is calculated using the formula:

Oudditive — Oblank

G = dditve Tblank ) (1)
Oblank

where Oydditive and Oppank are the critical relative supersaturation
in the presence and in the absence of the additive, respectively.
In the absence of additives, the critical relative supersaturation
Oplank Was found to be 42.9 + 4.2%. Critical supersaturation
reached in the presence of additives can be calculated by
substituting such a value in eq 1. Additives did not affect
significantly evaporation rates, and thus changes in critical
supersaturation were attributed to inhibiting or promoting effects
of these compounds on epsomite crystallization. In all cases,
growth inhibition increased with additive concentration (Figure
la). This can be due to a higher percentage of surface coverage
by the additive as concentration increases. Regarding the effect
of pH, its rise resulted in increased inhibition capacity of
additives on magnesium sulfate precipitation up to pH ~ 8. Note
however that upon further pH increase the degree of inhibition
was reduced (Figure 1b). It is worth mentioning the huge growth
inhibition capability (~210%) displayed by DTPMP when dosed
at a high concentration (0.1 M; pH 8). ATMP, HEDP, and PA
also show a high inhibition capability at these same conditions
(G.I. 90—130%). Citric acid displayed a moderate effectiveness
as a magnesium sulfate crystallization inhibitor (G.I. ~70%).
Aspartic acid sodium salt had no detectable effect on magnesium
sulfate crystallization under our experimental conditions. These
results show that both the phosphonates and the polyacrylates
tested are very effective nucleation inhibitors. Note, however,
that at the lowest concentration tested, these additives act as
nucleation promoters (Figure la). This can be explained
considering that at a low additive concentration, additive
molecules adsorbed onto the surface of the glass crystallization
dish may deplete the effective additive bulk concentration in
solution. Such adsorbed additive molecules will therefore not
interact with magnesium sulfate clusters (with a size below the
critical size) in the bulk solution and, thus, will not contribute
to nucleation inhibition. On the other hand, additive molecules
adsorbed on the walls of the crystallization dish may act as a
template for heterogeneous nucleation of magnesium sulfate at
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Figure 1. (a) Percentage of growth inhibition (G.I.) vs inhibitor
concentration (at pH ~ 8) for saturated magnesium sulfate solutions;
and (b) percentage of G.I. vs pH (0.01 M additive concentration)) for
saturated magnesium sulfate solutions: (O) ATMP, (a) HEDP, (H)
DTPMP, (O) CA, (A) AAS, and (¢) PA.

a low supersaturation. A similar effect has been described in
the case of mirabilite*® and hydroxyapatite.** At higher additive
concentration, there are enough additive molecules in solution
to be able to adsorb onto the surface of magnesium sulfate
clusters with a size below the critical size, thus inhibiting
magnesium sulfate nucleation and increasing G.I. values. In the
case of the phosphonates, formation of Mg-phosphonate com-
plexes’® could also contribute to the high G.I. values observed
at high additive concentrations.

Figure 2 shows the distribution of ionic species for AAS,
CA, and PA, calculated from published pK, values.””® Dis-
tribution of phosphonate species with pH can be found in a
report by Ruiz-Agudo et al.> In all cases, functional groups in
inhibitor molecules are highly deprotonated at pH 8—8.5, which
is when the additives display their maximum inhibitory capacity.
Higher pH values do not lead to a significant change in the
distribution of ionic species. Hence, it is unlikely that a change
in the inhibition capacity at these moderately alkaline pH values
is related to the protonation state of the additive. Therefore, it
should be considered that the salt crystal surface becomes
increasingly negative and may thus electrostatically repel the
ionized inhibitor molecules as pH rises. It has been claimed
that the latter effect accounts for the reduction in nucleation
inhibition at high pH in the case of BaS0O,* and Na,SOy*
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Figure 2. Distribution of ionic species as a function of pH: (a) CA;
(b) AAS; and (c) PA.

10H,0.? Another possibility is that the crystal surface loses
hydration water protons, therefore limiting its capacity to
establish hydrogen bonds with the inhibitor molecule.> Both
latter effects may act simultaneously here.

3.2. Phases and Morphology. Epsomite was the only phase
formed in the control solution and was identified by X-ray
diffraction (XRD). This is in agreement with Hogenboom et
al.>® who stated that at room temperature (and below 48 °C)
epsomite is the stable magnesium sulfate in equilibrium with a
saturated solution. No Mg-additive phases (e.g., Mg-phospho-
nates) were detected. Figure 3a,b shows epsomite crystals
formed in the additive-free (control) run, with {110} as the
dominant form. This form is reportedly the most important in
epsomite crystals formed in near-equilibrium conditions.>
Changes in epsomite morphology were observed following
addition of HEDP, ATMP, DTPMP, and PA to the saturated
salt solution (Figure 3). Such changes were most significant
when additives were dosed at the highest concentration of 0.1
M. In the presence of ATMP, DTPMP, and PA, epsomite
crystals changed from prismatic or blocky to acicular or needle-
shaped (Figure 3d—f). Habit changes were not so drastic in the
case of HEDP (Figure 3c). This can be either due to structural
mismatching between HEDP molecules and epsomite {110}
faces, or to the lower number of phosphonate groups in HEDP
compared to the other phosphonates. The latter explanation is
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however not consistent with the relatively high growth inhibition
values reached in the presence of HEDP (see subsection 3.1.).
Citric acid and aspartic acid sodium salt had no detectable
influence on the growth morphology of epsomite crystals. In a
few cases, plate-like crystals with overdeveloped {020} faces
were formed in the presence of DTPMP and PA (Figure 4).
The significant changes in morphology observed in the case of
DTPMP and PA, and (to a lesser extent) ATMP, suggest that a
strong interaction between epsomite crystals and these additives
took place. On the other hand, formation of crystal aggregates
in the presence of the latter additives points to a high nucleation
density taking place at a high supersaturation,®® which is in
agreement with measured G.I. values (Figure 1).

The mechanism of crystal—additive interactions can be
inferred by observing changes in growth morphology, as
described by Sikiric et al.>* The authors state that the morphol-
ogy of a growing crystal is determined by the relative growth
rates of its faces. The faster the growth rate in the direction
perpendicular to a particular face, the smaller that face forms.
Taking this into account, the above-described habit changes
could be interpreted through preferential additive adsorption on
(or incorporation into) epsomite {110} faces and, to a lesser
extent, on {020} faces. The growth of these faces is thus slowed
down, resulting in the overdevelopment of the {110} form along
the c-axis that changes the crystals’ habit from blocky or
prismatic to acicular (Figures 3 and 4), or in the formation of
tabular {020} forms (Figure 4). Habit changes resulting in the
overdevelopment of {110} forms have been observed in the
case of epsomite crystals grown in the presence of sodium
dodecyl sulfate®® and urea.’ Overall, these observations suggest
that the interaction of organic additives and epsomite crystals
follows a general mechanism that is not highly dependent on
the additive structure. Such a mechanism could be related to
hydrogen bonding between additive functional groups and
epsomite water molecules, as suggested by Ruiz-Agudo et al.*

3.3. FTIR Analysis. The FTIR spectrum of magnesium
sulfate is shown in Figure 5. The sulfate anion presents four
normal modes in the infrared region: a nondegenerate symmetric
stretch v, a doubly degenerate symmetric bending v, and two
(triply degenerate) asymmetric stretching and bending, v; and
v4, respectively.®’ Changes in solvation, metal complexation
and protonation of SO4>~ can modify S—O bond length and,
as a result, may change the symmetry of the anion. This leads
to a shift in the vibrational bands to different wavenumbers and
causes the degenerate vibrations to become nondegenerate. The
symmetric stretch does not show significant trends with the type
of cation bonded to the anion. The weak sharp band at 945
cm ! belongs to the symmetric SOy stretch (v;) and indicates
that the oxygens of the anion are not in symmetrically equivalent
environments.®> The asymmetric sulfate stretch v; appears at
1095 cm ™. The bending mode of sulfate (v4) is positioned at
around 615 cm~'. The broad envelope around 3400 cm™'
indicates the presence of water and it belongs to free water
symmetric stretch. The asymmetric stretch of water is observed
at 1660 cm ™. The hydrogen bonded O—H stretching frequency
is observed in the region between 2000 and 3200 cm ™~ '.%* The
corresponding water bending mode is observed at around 420
cm™'. The FTIR spectrum of DTPMP doped crystals shows
important modifications compared with that of the control
(Figure 5). C—H stretching bands are observed at 2925 and 2855
cm™ ' and the corresponding bending bands are observed at 1460
and 1380 cm™'. The broad band at ca. 2300 cm™', hydrogen
bonded OH stretch, in the spectrum of pure magnesium sulfate
appeared more broadened and less well defined in the case of



Additives and Epsomite Crystallization

Crystal Growth & Design, Vol. 8, No. 8, 2008 2669

Figure 3. ESEM photomicrographs of epsomite crystals formed in (a and b) pure solution, and in the presence of (c) HEDP, (d) ATMP, (e)

DTPMP, and (f) PA dosed at a concentration of 0.01 M.

DTPMP-doped magnesium sulfate. This can be due to hydrogen
bonding between the additive and the hydration water. Hydrogen
bonding has a significant influence on this peak shape and
intensity, causing mainly a peak broadening.®* This is also
observed in the case of PA-doped crystals (Figure 5). In this
latter case, additional C=0O bands appear at 1662, 1564, and
1419 cm™'. FTIR analyses point out the presence of both
DTPMP and PA in the magnesium sulfate lattice. Regarding
the rest of the additives tested, a broadening in the 2300 cm™!
band was observed in the case of HEDP- and ATMP-doped
crystals (Figure 5), while no differences in FTIR spectra (if
compared with the control) were observed in the case of CA-
and AAS-doped crystals. Ruiz-Agudo et al.* kinetic analysis
of the thermal dehydration of epsomite gives evidence that
higher activation energies are required to dehydrate DTPMP-
and PA-doped epsomite crystals if compared with the additive-
free control. The authors suggested, in agreement with the results
here presented, that hydrogen bonding between the additives
and epsomite hydration water might explain such an increase

in activation energy. Both the results presented by Ruiz-Agudo
et al.* and those presented here point to a strong molecular
interaction of phosphonates (DTPMP in particular) and the
polyacrylate (PA) with the epsomite structure.

3.4. AFM Observations of Epsomite Growth Surfa-
ces. Growth of epsomite crystals in additive-free solution occurs
along flat steps parallel to the [001] direction. Next to the edge
of the crystal, steps parallel to [112] appear. Typically, growth
steps spread from screw dislocations. The overall growth
mechanisms thus follows a Burton—Cabrera—Frank crystal
growth model, that is, growth at relatively low supersaturation.®
Figure 6a shows two arrays of growth steps parallel to [001]
and [112], respectively. Steps parallel to [001] are about 4 A
high, a value that corresponds to half-d;o-spacing (8.44 1&),
while steps parallel to [112] are ~8 A high (i.e., one djo-
spacing). In the former case, steps are monomolecular, while
in the latter case, two molecular layers exist related by a 2,
screw axis symmetry operation. The additives most effective
as nucleation inhibitors and habit modifiers, that is, ATMP,
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Figure 4. Detailed ESEM photomicrographs of epsomite crystals
showing overdevelopment of {110} and {010} forms when grown in
the presence of 0.01 M DTPMP (a) and 0.01 M PA (b). Insets show a
schematic of overdeveloped {110} and {010} forms (images generated
using Cerius? computer code).

DTPMP, and PA, display a clear effect on epsomite growth at
the molecular scale. In the presence of PA and DTPMP the
{110} faces of epsomite crystals appeared rougher (Figure
6b—d). Figure 6b shows scalloped steps developed in the
presence of DTPMP. Figure 6¢ shows some nuclei on {110}
surfaces grown in the presence of PA. These nuclei are about
40—50 nm high. They most probably formed due to two-
dimensional nucleation at the surface and displayed morphol-
ogies typical of a birth-and-spread growth mechanism.®> Ad-
ditive ions occupying growth sites disrupt growth leading to
the formation of protuberances (nuclei) on the surface.®®®” These
observations point to growth at a high supersaturation, in
agreement with G.I. results. Note also that step propagation
along [11000s hampered, resulting in accumulation of steep step
edges along [001] (Figure 6d). This occurs following additive
molecule adsorption at step edges. The inhibition of step
propagation along [1100explains the needle-like morphology
of epsomite crystals, elongated along the [001] direction,
observed with the ESEM. The {110} faces of epsomite crystals
grown in the presence of ATMP show scalloped steps (Figure
6e). This is due to step pinning which occurs when inhibitor
molecules adsorb at step edges interfering with their advance-
ment and reducing step edge free energy.®’ Molecules adsorbed
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Figure 5. FTIR spectra of epsomite crystals formed in (a) saturated;
(b) 0.01 M HEDP; (c) 0.01 M ATMP; (d) 0.01 M DTPMP; and (e)
0.01 M PA magnesium sulfate solutions.

on the surface make the addition of growth units discontinuous.®”
Formation of a layer of soft material onto the {110} surface of
epsomite was observed in the case of crystals formed in the
presence of ATMP and HEDP (Figure 6f). Such surfaces seem
to be covered by an organic coating that it is easily removed
by the AFM tip. A similar effect was observed by Pina et al.*’
in the case of Barite grown in the presence of a high
concentration of phosphonates. In the case of CA- and AAS-
doped epsomite crystals, limited secondary nucleation on (110)
faces was observed (Figure 6g,h). However, no step pinning
was detected. These observations are consistent with the limited
growth inhibition effect of these two latter additives.

These results are consistent with a mechanism of crystal—ad-
ditive interaction through adsorption onto {110} faces, in
particular at the edges of steps parallel to [001]. Such a
mechanism is in agreement with electron microscopy observa-
tions of epsomite crystals grown in the presence of additives.
Additive adsorption at other growth sites such as kinks does
not seem to occur here. Adsorption at kinks leads to a plateau
in the effectiveness of the inhibitor vs concentration.*® This is
not observed in the case of epsomite, where a continuous
increase in G.I. values with increasing additive concentration
is observed, even at values as high as 0.1 M. Adsorption on
terraces is not ruled out in the case of the large polyacrylate
molecules.

3.5. Molecular Modeling of Epsomite Morphology and
Additive—Epsomite Interactions. The structure (fractional
atomic coordinates and site occupancy parameters) used to
model the unit cell of epsomite (Figure 7) was solved by Baur®®
and subsequently refined by Ferraris et al.*” and Calleri et al.>
Figure 8 shows the observed and calculated morphologies of
epsomite crystals. Although none of the calculated morphologies
could fully reproduce the observed morphologies of additive-
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Figure 6. AFM images of the epsomite (110) surface showing: (a)
growth steps parallel to [001] and [112] in an additive-free crystal; (b)
scalloped steps developed in the presence of 0.01 M DTPMP; (c)
secondary nuclei formed in the presence of 0.01 M PA; (d) overall
view of the area (square) depicted in (c) showing steps developed along
[001]; (e) scalloped steps (roughly oriented along [001]) developed in
the presence of 0.01 M ATMP; (f) soft layer of (additive) material
formed on crystals developed in the presence of 0.01 M HEDP; 2D
nuclei on epsomite crystals formed in the presence of 0.01 M AAS (g)
and 0.01 M CA (h).

free epsomite crystals, predicted BFDH and AE growth mor-
phologies are in good agreement with both the prismatic
morphology observed by ESEM (control runs), and the mor-
phology described by other authors.”*’® Both the observed and
the calculated morphologies indicate that the growth of {110}
faces is the slowest, and, as a consequence, they are morpho-
logically more important. The {110} faces account for the
biggest proportion of the crystal surface (64% — BFDH and
37% — AE growth morphology). However, when the SE
equilibrium morphology method was used, {020} becomes the
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Figure 7. The structure of epsomite projected along (a) [100] and (b)
[001] directions. Legend: (red) O; (white) H; (green) Mg; (yellow) S.

(112) (023) (112)

Figure 8. Morphology of epsomite crystals: (a) observed using ESEM,
and predicted using (b) the BFDH, (c) AE, and (d) SE algorithms.

most developed form (26% vs 4% of {110} faces). Yet, the
latter face was either not present (Figure 3a,b) or displayed little
development (Figure 8a) in additive-free epsomite crystals. The
lack of agreement between the observed epsomite form and that



2672 Crystal Growth & Design, Vol. 8, No. 8, 2008

step advancement
—>

[110]

Figure 9. Water molecules in epsomite (a) (110) and (b) (110) cleavage
planes (six unit cells are presented; legend as is Figure 7).

predicted using the SE method could be due to the limitations
of this method in the case of noncentrosymmetric crystals (see
section 2.3).

When reducing the growth rate of the slowest growing (110)
face (and symmetry equivalent faces) in the [ 100directions,
the {110} form will still be the morphologically more important.
However, a change in habit from prismatic to acicular will take
place. This habit change was observed when ATMP, DTPMP,
and PA were present and indicates that interaction between these
additives and epsomite crystals may take place through adsorp-
tion of the additives on this face. AFM observations have also
shown that these additives exert their influence by inhibiting
the growth of the {110} faces along [110Udirections through
adsorption at steps parallel to the [001] direction. [001] is a
direction of high water molecule lineal density in the {110}
planes (Figure 9). Hydrogen bonding between additive func-
tional groups and epsomite water molecules in such a direction
will prevent step movement in the direction perpendicular to
[001], that is, along [110L] as observed with the AFM. The
establishment of hydrogen bonds is consistent with the FTIR
results. Other (hkl) planes with a high density of water molecules
are the {010} planes, although much lower than in the case of
the {110} planes. Thus, limited hydrogen bonding between
additives (DTPMP and PA) and water molecules may also occur,
leading to the observed overdevelopment of the {020} form.
However, establishment of hydrogen bonding does not fully
explain why DTPMP is by far the most effective nucleation
inhibitor tested. It should be noted that besides the establishment
of hydrogen bonding, a molecular modeling of the docking of
DTPMP®~ ions (the most abundant species at pH 8)*° onto
epsomite (110) slices shows a perfect stereochemical matching
between two Mg atoms per unit cell and the additive molecule
(Figure 10). The molecular modeling suggests that both
electrostatic effects and hydrogen bonding contribute to the
superior capacity of DTPMP as an effective crystallization
inhibitor of epsomite.

4. Conclusions

Considering the different additives tested, several act as
inhibitors of epsomite crystallization and growth. Small mol-
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Figure 10. Example of possible docked position of DTPMP®~
molecules on epsomite (110) (lateral view of the epsomite (110)
surface). For clarity, only Mg cations of epsomite are shown. Legend:
purple = P; red = O; blue = N; light gray = H; dark gray = C; green
= Mg.

ecules with low charge such as AAS do not have any significant
effect, whereas small molecules with several functional groups
(ATMP and DTPMP) and macromolecules (PA) adsorb on the
dominant {110} face. The overdevelopment of the epsomite
{110} form observed when DTPMP, ATMP, and PA were
added to magnesium sulfate solutions confirms the possibility
of additive adsorption on this face. Limited adsorption of
DTPMP and PA on {010}, resulting in the development of
epsomite crystals with tabular morphology, also takes place.
The AFM analysis suggests that attachment of additive mol-
ecules at step edges parallel to [001] occurs. Such a direction
is characterized by a high lineal density of water molecules.
Thus, AFM results point to hydrogen bonding between the
organic molecules and epsomite water molecules on {110} as
the main mechanism of additive—crystal interaction. The FTIR
analysis of additive-doped epsomite crystals confirms the
presence of such additives in the crystal lattice and indicates
the existence of hydrogen bonding between the additives and
structural water in epsomite. Although HEDP is a small
molecule with only two phosphonates groups, the presence in
its backbone of a hydroxyl group makes it display a high
nucleation inhibition capability, similar to that of CA or ATMP.
However, HEDP and CA, do not appear to be effective habit
modifiers, most probably because they are not very effective at
limiting step propagation along the [110ldirection. DTPMP is
the most effective nucleation inhibitor and habit modifier tested,
because in addition to its ability to establish hydrogen bonds
with epsomite water molecules, it also shows a high stereo-
chemical affinity with Mg atoms in {110} surfaces as shown
by molecular modeling. In general, phosphonates seem to be
the most effective additives for the control of epsomite crystal-
lization. The mechanism of additive—epsomite crystal interac-
tion seems to be ruled by certain factors such as the size and
charge of the additive molecule and the structural fit between
the organic molecule and a particular crystal face. However,
the high number of water molecules on epsomite {110} faces
in comparison with other faces of the crystal makes the
interaction, primarily electrostatic, not highly selective. Such a



Additives and Epsomite Crystallization

high number of water molecules leads to a number of different
possibilities of matching between additive molecule and crystal
surface, and thus the requirement of structural matching is
fulfilled by different additives.

The tested additives, DTPMP in particular, could be used
for preventing salt damage associated with the crystallization
of epsomite in ornamental stone. Nonetheless, from a conserva-
tion-oriented point of view, additional crystallization tests in
stone and, subsequently, in pilot areas of buildings affected by
salt problems, are needed to confirm this hypothesis.
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