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ABSTRACT. Consider a domainD in R
3 which is convex (possibly allR3) or which is smooth

and bounded. Given any open surfaceM , we prove that there exists a complete, proper min-
imal immersionf : M → D. Moreover, ifD is smooth and bounded, then we prove that the
immersionf : M → D can be chosen so that the limit sets of distinct ends ofM are disjoint
connected compact sets in∂D.
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1. INTRODUCTION

A natural question in the global theory of minimal surfaces,first raised by Calabi in 1965
[2] and later revisited by Yau [25, 26], asks whether or not there exists a complete immersed
minimal surface in a bounded domainD in R

3. In 1996, Nadirashvili [20] provided the first
example of a complete, bounded, immersed minimal surface inR

3. However, Nadirashvili’s
techniques did not provide properness of such a complete minimal immersion in any bounded
domain. Under certain restrictions onD and the topology of an open surface1 M , Alarcón,
Ferrer, Martı́n, and Morales [1, 10, 11, 12, 19] proved the existence of a complete, proper
minimal immersion ofM in D.

In this paper we prove that every open surfaceM can be properly minimally immersed into
certain domainsD of R

3 as a complete surface (see Theorem 4). These domains includeR
3, all

convex domains and all bounded domains with smooth boundary. In contrast to this existence
theorem, Martı́n and Meeks [8] have recently proven that in any Riemannian three-manifold
there exist many nonsmooth domains with compact closure which do not admit any complete,
properly immersed surfaces with at least one annular end andbounded mean curvature. The
above result is a generalization of a previous work for minimal surfaces inR3 by these authors
and Nadirashvili [9]. Thus, some geometric constraint on the boundary of a bounded domain is
necessary to insure that it contains complete, properly immersed minimal surfaces of arbitrary
topological type.
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1We say that a surface isopenif it is connected, noncompact and without boundary.
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When the domainD is smooth and bounded, we obtain further important control on the limit
sets of the ends ofM as described in the next theorem; see Definition 2 for the definition of the
limit set of an end.

Theorem 1. If D is a smooth bounded domain inR3 andM is an open surface, then there
exists a complete, proper minimal immersion ofM in D such that the limit sets of distinct ends
ofM are disjoint.

We consider the proof of the above theorem to be the first key point in an approach by the
second two authors and Nadirashvili to construct certain complete, properly embedded minimal
surfacesM in certain bounded domains ofR

3 as described in the next conjecture. The cases
described in this conjecture whereM is nonorientable appear to be deeper and more interesting
than whereM is orientable. Our approaches for dealing with the orientable or nonorientable
cases in this conjecture are essentially the same by using the theory developed in Section 6;
specifically, we refer the reader to Theorem 6 and Propositions 2 and 3, which are closely
related to parts 2 and 3 of the next conjecture.

Conjecture 1 (Embedded Calabi-Yau Conjecture, Martı́n, Meeks, Nadirashvili, Peréz, Ros).
(1) A necessary and sufficient condition for an open surfaceM to admit complete, proper

minimal embeddings inevery smooth bounded domain inR3 is thatM is orientable
and every end ofM has infinite genus.

(2) A necessary and sufficient condition for an open surfaceM to admit a complete, proper
minimal embedding insomesmooth bounded domain inR3 is that every end ofM has
infinite genus andM has only a finite number of nonorientable ends.

(3) LetD∞ be the bounded domain inR3 described in Example 3, which is smooth except
at one point (see Fig. 10). A necessary and sufficient condition for an open surface
M to admit a complete, proper minimal embedding inD∞ is that every end ofM has
infinite genus.

Embeddedness creates a dichotomy in the Calabi-Yau question. In other words, when the
question is asked whether a given domain ofR

3 admits a complete, injective minimal immer-
sion of a surfaceM , the topological possibilities are limited. The first result concerning the
embedded Calabi-Yau question was given by Colding and Minicozzi [3]. They proved that
complete, embedded minimal surfaces inR3 with finite topology are proper inR3. The rele-
vance of their result to the classical theory of complete embedded minimal surfaces is that there
are many deep theorems concerning properly embedded minimal surfaces. Recently, Meeks,
Pérez and Ros [14] generalized this properness result of Colding and Minicozzi to the larger
class of surfaces with finite genus and a countable number of ends.

There are many known topological obstructions for properlyminimally embedding certain
open surfaces intoR3. For example, the only properly embedded, minimal planar domains
in R

3 are the plane and the helicoid which are simply-connected, the catenoid which is 1-
connected and the Riemann minimal examples which are planardomains with two limits ends
(see [7, 4, 16, 13, 15] for this classification result). Because of these results, the proper minimal
immersions described in this paper must fail to be embeddings for certain open surfaces.

The constructive nature of the proper minimal surfaces in our theorems depends on the bridge
principle for minimal surfaces and on generalizing to the nonorientable setting the approxima-
tion techniques used by Alarcón, Ferrer and Martı́n in [1].Also, the construction of the surfaces
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which we obtain here depend on obtaining certain compact exhaustions for any open surface
M ; see Section 4 for the case of orientable open surfaces and the proofs of Propositions 2 and
3 in Section 6.3 for the case of nonorientable open surfaces.

Acknowledgments.We are indebted to Nikolai Nadirashvili for sharing with us his invaluable
insights into several aspects of this theory. We would like to thank Joaquin Pérez for making
some of the figures in this paper and Francisco J. López for helpful discussions on the material
in Section 6.1.

2. PRELIMINARIES AND BACKGROUND

2.1. Background on convex bodies and Hausdorff distance.Given E a bounded regular
convex domain ofR3 and p ∈ ∂E, we will let κ2(p) ≥ κ1(p) ≥ 0 denote the principal
curvatures of∂E atp (associated to the inward pointing unit normal). Moreover,we write:

κ1(∂E)
def
= min{κ1(p) | p ∈ ∂E}, κ2(∂E)

def
= max{κ2(p) | p ∈ ∂E}.

If we considerN : ∂E → S
2 to be the outward pointing unit normal or Gauss map of∂E, then

there exists a constanta > 0 (depending onE) such that∂Et = {p + t · N (p) | p ∈ ∂E} is a
regular (convex) surface for allt ∈ [−a,+∞[. LetEt denote the convex domain bounded by
∂Et. The normal projection to∂E is represented as

PE : R
3 − E−a −→ ∂E

p+ t · N (p) 7−→ p .

For a subsetΥ in R
3 and a realr > 0, we define the tubular neighborhood of radiusr along

Υ in the following way:T (Υ, r) = Υ + B(0, r), whereB(0, r) = {p ∈ R
3 | ‖p‖ < r}.

A convex set ofRn with nonempty interior is calleda convex body. The setCn of convex
bodies ofRn can be made into a metric space in several geometrically reasonable ways. The
Hausdorff metric is particularly convenient and applicable for defining such a metric space
structure. The natural domain for this metric is the setKn of the nonempty compact subsets of
R

n. ForC, D ∈ Kn theHausdorff distanceis defined by:

δH(C,D) = min {λ ≥ 0 | C ⊂ T (D, λ), D ⊂ T (C, λ)} .

A theorem of H. Minkowski (cf. [18]) states that every convexbodyC in R
n can be approxi-

mated (in terms of Hausdorff metric) by a sequenceCk of ‘analytic’ convex bodies.

Theorem 2(Minkowski). LetC be a convex body inRn. Then there exists a sequence{Ck} of
convex bodies with the following properties

1. Ck ց C;
2. ∂ Ck is an analytic(n− 1)-dimensional manifold;
3. The principal curvatures of∂ Ck never vanish.

A modern proof of this result can be found in [17,§3].
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2.2. Preliminaries on minimal surfaces. Throughout the paper, whenever we write thatM is
acompact minimal surface with boundary, we will mean that this boundary is regular andM can
be extended beyond its boundary. In other words, we will always assume thatM ⊂ Int(M ′),
whereM ′ is another minimal surface.

For the sake of simplicity of notation and language, we will say that two immersed surfaces
in R

3 arehomeomorphicif and only if their underlying topological surface structures are the
same.

The following lemma will be a key point (together with the bridge principle and the existence
of simple exhaustions) in the proofs of the main lemmas of this paper. It summarizes all the
information contained in Lemma 5, Theorem 3 and Corollary 1 in [1].

Lemma 1 (Alarcón, Ferrer, Martı́n). LetD′ be a convex domain (not necessarily bounded or
smooth) inR

3. Consider a compact orientable minimal surfaceM , with nonempty boundary
satisfying:∂M ⊂ D − D−d, whereD is a bounded convex smooth domain, withD ⊂ D′, and
d > 0 is a constant. Letr be a positive constant such thatT (M, r) ⊂ D.

Then, for anyε > 0, there exists a complete minimal surfaceMε which is properly immersed
in D′ and satisfies:

(1) Mε has the same topological type asInt(M);
(2) Mε ∩ T (M, r) contains a connected surfaceM r

ε (not a component ofMε ∩ T (M, r))
with the same topological type asInt(M) andM r

ε converges in theC∞ topology toM ,
asε→ 0. Furthermore, the Hausdorff distanceδH(M r

ε ,M) < ε ;
(3) Each end ofMε −M r

ε is contained inR3 −D−2d−ε;
(4) If D andD′ are smooth andD is strictly convex, thenδH(M,Mε) < m(ε, d,D,D′),

where:

m(ε, d,D,D′)
def
= ε+

√
2(δH (D,D′) + d+ ε)

κ1(∂D)
+ (δH(D,D′) + d+ ε)2.

2.2.1. The bridge principle for minimal surfaces.LetM be a possibly disconnected, compact
minimal surface inR3, and letP ⊂ R

3 be a thin curved rectangle whose two short sides lie
along∂M and that is otherwise disjoint fromM . Thebridge principlefor minimal surfaces
states that ifM is nondegenerate, then it should be possible to deformM ∪ P slightly to make
a minimal surface with boundary∂(M ∪ P ). The bridge principle is a classical problem that
goes back to Paul Lévy in the 1950’s. It was involved in the construction of a curve bounding
uncountably many minimal disks. The bridge principle is easy to apply to compact minimal
surfaces which satisfy the nondegerancy property described in the next definition.

Definition 1. A compact minimal surfaceM with boundary is said to benondegenerateif
there are no nonzero Jacobi fields onM which vanish on∂M .

The following version of the bridge principle is the one we need in our constructions.

Theorem 3 (White, [23, 24]). LetM be a compact, smooth, nondegenerate minimal surface
with boundary, and letΓ be a smooth arc such thatΓ ∩M = Γ ∩ ∂M = ∂Γ.

LetPn be a sequence of bridges on∂M that shrink nicely toΓ.
Then for sufficiently largen, there exists a minimal surfaceMn with boundary∂(M ∪ Pn)

and a diffeomorphismfn : M ∪ Pn →Mn such that

(1) area(Mn) → area(M);
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(2) fn(x) ≡ x for all x ∈ ∂(M ∪ Pn);
(3) ‖x− fn(x)‖ = O(wn), wherewn is the width ofPn andO(wn)/wn is bounded;
(4) The mapsfn|M converge smoothly on compact subsets ofM − Γ to the identity map

1M : M →M ;
(5) EachMn is a nondegenerate minimal surface.

3. ADDING HANDLES AND ENDS

In this section we prove two lemmas which represent main tools in our construction proce-
dure. Essentially, they tell to us how we can add a “pair of pants” to a minimal surface with
boundary in order to create a new end (Figure 1.(a)) or how to add a handle to increase the
genus (Figure 1.(b)).

FIGURE 1. We can add a “pair of pants” to a minimal surface with boundary
in order to: (a) create a new end, or (b) add a handle.

Lemma 2 (Adding ends). LetD andD′ be two smooth bounded strictly convex domains inR
3

so that~0 ∈ D ⊂ D′. Consider a compact minimal surfaceM with nonempty boundary and
satisfying~0 ∈ Int(M) and∂M ⊂ ∂D. Assume thatM has genusg andk components at the
boundary (k ≥ 1), ∂M = Γ1 ∪ . . . ∪ Γk. We also assume thatM intersects∂D transversally.

Then for anyε > 0, there exists a minimal surfaceMε satisfying the following properties:

(1) Mε is a smooth, immersed minimal surface with genusg andk + 1 boundary compo-
nents. Moreover,∂Mε ⊂ ∂D′, ∂Mε meets transversally∂D′and~0 ∈ Int(Mε);

(2) The intrinsic distancedistMε(~0, ∂Mε) > distM (~0, ∂M) + 1;
(3) The surfacesMε ∩ D are graphs overM and converge in theC∞ topology toM , as

ε→ 0. Furthermore,δH (M,Mε ∩D) < ε;
(4) Mε − D consists ofk − 1 annuli, each of whose boundary in∂D lies in T (Γj , ε),

j = 1, . . . , k − 1, and a pair of pants, whose boundary in∂D is a single curve which
lies in T (Γk, ε) (see Figure 1-(a)). Moreover, the two boundary curves of thepair of
pants which are contained in∂D′ are disjoint;

(5) IfD andD′ are parallel (boundaries are equidistant), thenδH(M,Mε) < 2C(ε,D,D′),
where:

C(ε,D,D′)
def
= ε+

√
2(δH (D,D′) + 2ε)

κ1(∂D′)
+ (δH(D,D′) + 2ε)

2
;
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Proof. Fix ε > 0. The proof of this lemma consists of clever combined applications of the
density theorem (Lemma 1) and the bridge principle (Theorem3). We have divided the proof
into three steps.

Step 1. From our assumptions, we know thatM ⊂ Int(M ′), whereM ′ is a regular minimal
surface. Takea > 0 small enough such thatDa ⊂ D′, andδH(M,M ′ ∩ Da) < ε/4. Consider
d > 0 andε0 > 0 such thata > 2 d+ε0 andε > d+ε0. LetM ′′ ⊂ Int(M ′)∩Da be a compact
minimal surface with boundary such thatM ′′ is homeomorphic toM , ∂M ′′ ⊂ Da −Da−d and

(1) δH(M,M ′′) < ε/4.

Finally, taker > 0 such thatT (M ′′, r) ⊂ Da. Givenε′′ ∈ (0,min{ε0, ε/4}], then we apply
Lemma 1 to the data:ε′′, d, M ′′, Da, andD′. So, we obtain a complete, minimal surfacẽM
properly immersed inD′, which satisfies:

• M̃ has the same topological type asInt(M ′′) ≡ Int(M) and0 ∈ Int(M̃ );
• The surfacẽM ∩ T (M ′′, r) contains a regular compact surfacẽM r which is homeo-

morphic toM ′′ and these surfaces converge smoothly toM ′′, asε′′ → 0. Furthermore,
δH (M̃ r,M ′′) < ε′′;

• Each end of̃M − M̃ r is contained inD′ −D (here, we usea− 2 d− ε0 > 0);

• δH (M̃,M ′′) < ε′′ +
√

2 δH(D,D′)+d−a+ε′′

κ1(∂Da) + (δH(D,D′) + d− a+ ε′′)2.

Assume now thatD andD′ are parallel. From our assumptions aboutd andε′′ and taking
into account thatκ1(Da) ≥ κ1(D′), then the last inequality becomes:

δH(M̃,M ′′) <
ε

4
+

√
2
δH(D,D′) + ε

κ1(∂D′)
+ (δH (D,D′) + ε)2.

Step 2. Consider nowa′ > 0 such thatDa ⊂ D′
−2a′ . Let M̃ ′ be a compact region of̃M , with

regular boundary, and such that:

(A.1) ∂M̃ ′ ⊂ D′ −D′
−a′ ;

(A.2) M̃ r ⊂ M̃ ′ ⊂ M̃ ;
(A.3) The origin~0 ∈ Int(M̃ ′) anddistfM ′(~0, ∂M̃

′) > distM (~0, ∂M) + 1;

(A.4) δH (M̃ ′,M ′′) <
ε

4
+

√
2
δH(D,D′) + ε

κ1(∂D′)
+ (δH (D,D′) + ε)2.

Takeε′0 ∈ (0, ε
4 ) such thatDa ⊂ D′

−2a′−ε′0
.

At this point, we apply again Lemma 1 to the convex domainsD′
b, D′, the constantsd = a′,

ε′ ∈ (0, ε′0], r
′ > 0, and the compact minimal surfacẽM ′. Thus, we obtain a complete minimal

surfaceM̂ which is properly immersed inD′
b and satisfies the following conditions:

• M̂ has the same topological type asInt(M̃ ′) (which is homeomorphic toInt(M)), and
~0 ∈ Int(M̂ );

• The surfacêM ∩ T (M̃ ′, r′) contains a regular compact surfacêM r′ which is homeo-
morphic toM̃ ′ and these surfaces converge smoothly toM̃ ′, asε′ → 0. Furthermore,
δH (M̂ r′ ,M ′′) < ε′;
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FIGURE 2. Let Âk ⊂ M̂ ′ be the (closed) annulus bounded byΓ̂k in D′ − D.
Label by Γ̂′

k the boundary component of̂Ak in ∂D′. Then, we connect two
points p and q in Γ̂′

k by a simple smooth arc,Γ ⊂ ∂D′ so that the bridge

principle can be applied to the configuration̂M ′ ∪ Γ.

• Each end of̂M − M̂ r′ is contained inD′
b −Da (here, we useDa ⊂ D′

−2a′−ε′0
);

• δH (M̃ ′, M̂ ) < ε′ +
√

2 b+a′+ε′

κ1(∂D′) + (b+ a′ + ε′)2.

Notice that ifb, a′ andε′ are taken small enough in terms ofκ1(D′), then the last inequality
becomes:

(2) δH
(
M̃ ′, M̂ ∩ D′

)
< ε/4.

Step 3. Finally, we consider̂M ′ a connected component of̂M ∩ D′ with the same topological
type asM . Up to an infinitesimal homothety, we can assume thatM̂ ′ meets∂D′ transversally
and thatM̂ ′ is nondegenerate. Let Γ̂k denote the component of̂M ′ ∩ ∂D which is contained in
the tubeT (Γk,

ε
2 ) and letÂk ⊂ M̂ ′ be the (closed) annulus bounded byΓ̂k in D′ − D. Label

by Γ̂′
k the boundary component of̂Ak in ∂D′. Now, we connect two pointsp andq in Γ̂′

k by a
simple smooth arc,Γ ⊂ ∂D′, such that:

• Γ ∩ M̂ ′ = Γ ∩
(
∂M̂ ′

)
= ∂Γ, see Figure 2.

• δH
(
Γ ∪ M̂ ′, M̂ ′

)
< ε/4.

Then we attach a thin bridgeB1 along the arcΓ to the surfacêM ′ (see Figure 3). This new
minimal surface is calledMε. Notice thatMε is nondegenerate (Theorem 3) and, if the bridge
B1 is thin enough, we also have:

(3) δH(Mε, M̂
′) < ε/4.



8 L. FERRER, F. MARTIN, AND W. H. MEEKS III

FIGURE 3. We attach a thin bridgeB1 along the arcΓ to the surfacêM ′. In
this way we obtain the desired surfaceMε.

Moreover, up to an infinitesimal translation and an infinitesimal expansive dilation, we can
assume that~0 ∈ Int(Mε) and thatMε can be extended beyond its boundary. Taking into account
that, outside an open neighborhood ofΓ,Mε converges smoothly tôM ′ asε → 0 (Theorem 3,
item (4)), and the previously described properties satisfied by M̂ ′ andM̃ ′, then it is not hard
to see thatMε satisfies items (1) to (4) in the lemma. Item (5) is a direct consequence of the
triangle inequality and the inequalities (1), (A.4), (2), and (3). �

Lemma 3 (Adding handles). LetD andD′ be two smooth bounded strictly convex domains in
R

3 so that~0 ∈ D ⊂ D ⊂ D′. Consider a compact minimal surfaceM with nonempty boundary
and satisfying~0 ∈ Int(M) and ∂M ⊂ ∂D. Assume thatM has genusg and k boundary
components (k ≥ 1), ∂M = Γ1∪ . . .∪Γk. We also assume thatM intersects∂D transversally.

Then for anyε > 0, there exists a minimal surfaceMε satisfying the following properties:

(1) Mε is a smooth, immersed minimal surface with genusg + 1 andk boundary compo-
nents. Moreover,∂Mε ⊂ ∂D′, ∂Mε meets transversally∂D′ and~0 ∈ Int(Mε);

(2) The intrinsic distancedistMε(~0, ∂Mε) > distM (~0, ∂M) + 1;
(3) The surfacesMε ∩ D are graphs overM and converge in theC∞ topology toM , as

ε→ 0. Furthermore,δH (M,Mε ∩D) < ε;
(4) Mε−D consists ofk−1 annuli, whose boundary in∂D lies inT (Γj, ε), j = 1, . . . , k−

1, and an annulus with a handle, whose boundary in∂D is a single curve which lie in
T (Γk, ε) (see Figure 1-(b));

(5) IfD andD′ are parallel, thenδH(M,Mε) < 2C(ε,D,D′), where the constantC(ε,D,D′)
is given in Lemma 2.

Proof. The proof of this lemma is identical to the one of Lemma 2, except for Step 3 which is
slightly different. We construct the surfaceMε, like in the third step of the previous lemma. But
this time we add a second bridgeB2 along a curveγ joining two opposite points in∂B1 (see
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Figure 4). Notice that, in this way, the old annular component Âk becomes an annulus with a
handle.

FIGURE 4. This time, we construct the surfaceMε, like in the third step of
Lemma 2. But this time we add a second bridgeB2 along a curveγ joining
two opposite points in∂B1

�

4. THE EXISTENCE OF SIMPLE EXHAUSTIONS

In this section we prove that any open orientable surfaceM of infinite topology has a smooth
compact exhaustionM1 ⊂ M2 ⊂ · · ·Mn ⊂ · · · , called asimple exhaustion. The defining
properties for this exhaustion to be simple whenM is orientable are:

1. M1 be a disk.

For alln ∈ N :

2. Each component ofMn+1 − Int(Mn) has one boundary component in∂Mn and at least
one boundary component in∂Mn+1.

3. Mn+1− Int(Mn) contains a unique nonannular component which topologically is a pair
of pants or an annulus with a handle.

If M has finite topology with genusg andk ends, then we call the compact exhaustionsimple
if properties 1 and 2 hold, property 3 holds forn ≤ g + k, and whenn > g + k, all of the
components ofMn+1 − Int(Mn) are annular.

The reader should note that for any simple exhaustion ofM , each component ofM −
Int(Mn) is a smooth, noncompact proper subdomain ofM bounded by a simple closed curve
and for eachn ∈ N,Mn is connected (see Fig. 5).

The following elementary lemma plays an essential role in the proofs of Theorems 1 and 2.

Lemma 4. Every orientable open surface admits a simple exhaustion.
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FIGURE 5. A topological representation of the termsM1 toM5 in the exhaus-
tion of the open surfaceM given in Lemma 4.

Proof. If M has finite topology, the proof of the existence of a simple exhaustion is a straight-
forward consequence of the arguments we are going to use in the infinite topology situation.
Assume now thatM has infinite topology.

Consider a smooth compact exhaustionW1 ⊂ · · · ⊂Wn ⊂ · · · of M such thatW1 is a disk.
We first show that:

Assertion 4.1. The exhaustion can be modified so that for everyj ∈ N,Wj is connected.

If this assertion fails to hold for the given exhaustion, there exists a smallestn > 1 such that
Wn consists of a finite collection of componentsWn(1), . . . ,Wn(m) with m > 1 and where
W1 ⊂ Wn(1). For eachj ∈ {2, . . . ,m}, choose a smooth embedded arcαj ⊂ M − Int(Wn)
joining a point in the boundary ofWn(j) to a point in the boundary ofWn(1) and so that
these arcs form a pairwise disjoint collection. LetW ′

n be the union ofWn together with a
closed regular neighborhood inM of the union of these arcs;W ′

n is connected sinceWn−1

is connected. SupposeW ′
n ⊂ Wn+k for somek. Consider the new exhaustionW1 ⊂ · · · ⊂

Wn−1 ⊂ W ′
n ⊂ Wn+k ⊂ · · · for M . Repeating this argument inductively, one obtains a new

compact exhaustion satisfying the connectedness condition stated in the assertion.

Assume now that the exhaustion fulfills the above assertion.

Assertion 4.2. The exhaustion can be modified so that for allj ∈ N,Wj is connected and there
are no compact components inM − Int(Wj).

If assertion were to fail, then for some smallestn,M−Int(Wn) contains a maximal (possibly
disconnected) compact domainF . For somek > 0, the connected compact domainWn ∪ F is
a subset ofWn+k and so, we obtain a new exhaustion

W1 ⊂ · · · ⊂Wn−1 ⊂Wn ∪ F ⊂Wn+k ⊂ · · · .
Repeating this argument inductively, we obtain a new compact exhaustion satisfying the con-
clusions of Assertion 4.2.
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Assume now that the exhaustion satisfies Assertion 4.2.

Assertion 4.3.The exhaustion can be modified so that, for everyj ∈ N, each boundary curve of
Wj separatesM , eachWj is connected and there are no compact components inM−Int(Wj).

If this new condition fails to hold for our given exhaustion,there exists a smallestn > 1 such
that some boundary curveα in ∂Wn does not separateM and∂Wn contains at least one other
component different fromα. In this case, there exists a simple closed curveβ which intersects
α transversally in a single point and is transverse to∂Wn. LetW ′

n be the union ofWn and a
closed regular neighborhood of the embedded arc inβ ∩ (M − Int(Wn)) whose ends points
are contained inα and in a second boundary component of∂Wn. The surfaceW ′

n is connected
andM − Int(W ′

n) has no compact components becauseM − Int(Wn) has none. SinceW ′
n

contains one less boundary component thanWn, after a finite number of modifications of this
type toWn, we obtain a new connected surfaceW ′′

n such that each boundary component of
this surface separatesM andM − Int(W ′′

n ) has no compact components. The surfaceW ′′
n is a

subset of someWn+k. Consider the new exhaustionW1 ⊂ · · · ⊂Wn−1 ⊂W ′′
n ⊂Wn+k ⊂ . . . .

Repeating this argument inductively, one obtains a new compact exhaustionW1 ⊂ · · · ⊂Wn ⊂
. . . with the desired properties.

Assertion 4.4. The exhaustion can be modified to satisfy property 3 in the definition of simple
exhaustion, and so that the exhaustion continues to satisfythe conclusions of Assertion 4.3

Suppose that fork ≤ n− 1,Wk+1 − Int(Wk) satisfies property 3 in the definition of simple
exhaustion butWn+1 − Int(Wn) fails to satisfy this property. One way thatWn+1 − Int(Wn)
can fail to satisfy this property is thatWn+1− Int(Wn) consists entirely of annuli. SinceM has
infinite topology, there is a smallestm > n such thatWm−Int(Wn) has a connected component
F which is not an annulus. Thus, after removing the indexed domainsWj , n < j < m,
from the exhaustion and reindexing, we may assume thatWn+1 − Int(Wn) contains a compact
component∆ that is not an annulus and which satisfies:

• ∆ has exactly one boundary componentδ1 in ∂Wn; the existence ofδ1 is a consequence
of Assertion 4.3.

• ∆ has at least one boundary component in∂Wn+1.

After the above modification, ifWn+1−Int(Wn) fails to satisfy property 3, then|χ(Wn+1)| >
1, whereχ(·) denotes the Euler characteristic. Let{δ1, δ2, . . . , δα} be the components of∂Wn

and letAi, i = 1, . . . , α, be a small annular neighborhood ofδi contained inInt(Wn+1). If the
genus of∆ is positive, then there exists a compact annulus with a handle ∆′ ⊂ Int(∆) with
δ1 ⊂ ∂∆′ andA1 ⊂ ∆′. If the genus of∆ is zero, there exits a pair of pants∆′ ⊂ Int(∆)
with δ1 ⊂ ∂∆′ such that each of the other two boundary curves of∆′ separatesM into two
noncompact domains, andA1 ⊂ ∆′ . In either case, define

W ′′
n+1 = Wn ∪ ∆′ ∪

(
α⋃

i=1

Ai

)
.

Observe that0 ≤ |χ(W ′′
n+1)| < |χ(Wn+1)|. Also note that the compact exhaustion

W1 ⊂ · · · ⊂Wn ⊂W ′′
n+1 ⊂Wn+1 ⊂Wn+2 ⊂ · · ·

satisfies Assertion 4.3 and property 3 in the definition of simple exhaustion for levelsk ≤ n.
After a smallest positive integerj ≤ |χ(Wn+1 − Int(Wn))| of modifications of this sort, we
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arrive at the refined exhaustion:

W1 ⊂ · · · ⊂Wn ⊂W ′′
n+1 ⊂W ′′

n+2 ⊂ · · · ⊂W ′′
n+j ⊂Wn+1 ⊂ · · · ,

such thatWn+1 − Int(W ′′
n+j) consists of annuli. It is straightforward to check that the new

refined exhaustion

W1 ⊂ · · · ⊂Wn ⊂W ′′
n+1 ⊂W ′′

n+2 ⊂ · · · ⊂W ′′
n+j−1 ⊂Wn+1 ⊂ · · · ,

fulfills property 3 of a simple exhaustion through the domainWn+1 and such that Assertion 4.3
also holds. Repeating these arguments inductively, we obtain an exhaustion which satisfies
property 3 in the definition of a simple exhaustion.

An exhaustion which satisfies Assertion 4.4 is a simple exhaustion and the lemma now fol-
lows. �

5. PROOF OF THE MAIN THEOREMS

In this section we prove Theorem 1 in the case of open orientable surfaces. First, we need
the following definition.

Definition 2. Letf : M → D be a proper immersion of an open surfaceM into a domainD in
R

3. We define thelimit set of an ende ofM as

L(e) =
⋂

α∈I

(f(Eα) − f(Eα)),

where{Eα}α∈I is the collection of proper subdomains ofM with compact boundary which
represente. Notice thatL(e) is a compact connected set of∂D.

Theorem 4. LetM be an open orientable surface and letD be a domain inR3 which is either
convex (possibly allR3) or bounded and smooth. Then, there exists a complete, proper minimal
immersionf : M → D. Moreover, we have:

(1) There exists a smooth exhaustion{Dn | n ∈ N} of the domainD such that{Mn =
f−1(Dn) | n ∈ N} is simple exhaustion ofM ;

(2) If D is convex, then for any simple exhaustion{Mn | n ∈ N} ofM and for any smooth
exhaustion{Dn | n ∈ N}, whereDn, n ∈ N, are bounded and strictly convex2, the
immersionf can be constructed in such a way thatf(Mn) = f(M) ∩ Dn;

(3) SupposeD is smooth and bounded, and fix some open subsetU ⊆ ∂D such thatU
has positive mean and positive Gaussian curvature, with respect to the inward pointing
normal to∂D. Then the minimal immersionf : M → D can be constructed in such a
way that the limit set of different ends ofM are disjoint subsets ofU .

Proof. In the proof of this theorem, we will distinguish three cases, depending on the nature of
the domainD.
Case 1.D is a general convex domain, not necessarily bounded or smooth.

LetM be an open surface andM = {M1 ⊂M2 ⊂ · · · ⊂Mn ⊂ · · · } be a simple exhaustion
of M . Consider{Dn, n ∈ N} a smooth exhaustion ofD, whereDn is bounded and strictly

2Any convex domain admits such a exhaustion by a classical result of Minkowski.
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convex, for alln. The existence of such an exhaustion is guaranteed by a classical result of
Minkowski (see [18,§2.8]).

Our purpose is to construct a sequence of minimal surfaces{Σn | n ∈ N} with nonempty
boundary satisfying:

(1n) ~0 ∈ Σn and∂Σn ⊂ ∂Dn;
(2n) For i = 1, . . . , n− 1, Σn ∩ Di is a normal graph over its projectionΣi,n ⊂ Σ′

i, whereΣ′
i

is a larger compact minimal surface containingΣi in its interior. Furthermore, if we write
Σn = {p + fn,i(p) ·Ni(p) | p ∈ Σi,n}, whereNi is the Gauss map ofΣi,n, then:

(2n- a) |∇fn,i| ≤
n∑

k=i+1

εk, and

(2n- b) δH(Σn ∩Di,Σi) ≤
n∑

k=i+1

εk, for i = 1, . . . , n − 1.

whereεk > 0, for all k, and
∞∑

k=1

εk < 1.

(3n) distΣn(~0, ∂Σn) ≥ distΣ1(~0, ∂Σ1) + n− 1;

The sequence{Σn | n ∈ N} is obtained by recurrence.
In order to define the first element of the family, we consider an analytic Jordan curveΓ1

in ∂D1 and we solve the classical Plateau problem associated to this curve. The minimal disk
obtained in this way is smooth and embedded [17] and it is the first term of the sequenceΣ1.
Up to a suitable translation inR3, we can assume that~0 ∈ Int(Σ1) ⊂ D1. It is obvious that
Σ1 satisfies Properties (11) and (41) (notice that the other two properties do not make sense for
n = 1.)

Assume now we have definedΣn, satisfying items from (1n) to (4n). We are going to
construct the minimal surfaceΣn+1. As the exhaustionM is simple, then we know that
Mn+1 − Int(Mn) contains a unique nonannular componentN which topologically is a pair
of pants or an annulus with a handle. Labelγ as the connected component of∂N that is con-
tained in∂Mn. We label the connected components of∂Σn, Γ1, . . . ,Γk, in such a way thatγ
maps toΓk by the homeomorphism which mapsMn into Σn. Then, we apply Lemma 2 or 3
(depending on the topology ofN ) to the data

D = Dn, D′ = Dn+1, M = Σn.

Then, we obtain a family of minimal surfaces with boundary,Σε, satisfying:

(i) ∂Σε ⊂ ∂Dn+1 and~0 ∈ Int(Σε);

(ii) distΣε(~0, ∂Σε) > distΣn(~0, ∂Σn) + 1 ≥ distΣ1(~0, ∂Σ1) + n (notice thatΣn satisfies
property (3n));

(iii) The surfacesΣε ∩ Dn are diffeomorphic toΣn and converge in theC∞ topology toΣn,
asε→ 0. Furthermore,δH (Σn,Σε ∩Dn) < ε;

(iv) Σε−Dn consists ofk−1 annuli whose boundary in∂Dn lies inT (Γj, ε), j = 1, . . . , k−1,
and a nonannular piece which is homeomorphic toN whose boundary in∂Dn is a single
curve which lies inT (Γk, ε);

Item (iii) and property (2n) imply that Σε ∩ Di can be expressed as a normal graph over its
projectionΣi,ε ⊂ Σ′

i, i = 1, . . . , n; Σε ∩ Di = {p + fε,i(p)Ni(p) | p ∈ Σi,ε}. Since asε → 0
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Σε converges smoothly toΣn in Dn andΣn satisfies (2n-a), then we have:

(4) |∇fε,i| <
n+1∑

k=i+1

εk.

Moreover, if we takeε < εn+1, then item (iii) and property (2n-2) implies that

(5) δH
(
Σε ∩Di,Σi

)
<

n+1∑

k=i+1

εk;

here we have also used the triangle inequality forδH .

Then, we defineΣn+1
def
= Σε, whereε is chosen small enough in order to satisfy (4) and (5).

It is clear thatΣn+1 so defined fulfills (1n+1), (2n+1) and (3n+1).
Now, we have constructed our sequence of minimal surfaces{Σn}n∈N. Taking into account

properties (2n), for n ∈ N, and using Ascoli-Arzela’s theorem, we deduce that the sequence of
surfaces{Σn}n∈N converges to an open immersed minimal surfaceΣ in theCm topology, for
all m ∈ N. Moreover,Σ∩Di is a normal graph over its projectionΣi,∞ ⊂ Σ′

i, for all i, and the
norm of the gradient of the graphing functions its at most1 (see properties (2n-a)).

Finally, we check thatΣ satisfies all the statements in the theorem.
• Σ is properly immersed inD. To see this, we considerK ⊂ D a compact subset. We have
to prove thatΣ ∩ K is compact. As{Dn : n ∈ N} is an exhaustion ofD, then we know
that there existsn0 ∈ N such thatK ⊂ Dn0 . We also know thatΣ ∩ Dn0 is a graph overΣn0

which is compact. ThereforeΣ ∩ Dn0 is compact andΣ ∩ K is a closed subset compact set,
consequentlyΣ ∩K is compact.
• Σ is complete.Consider the compact exhaustionΣ ∩ Dn of Σ and note thatΣ ∩ Dn is quasi
isometric toΣn,∞ with respect to constants that are independent ofn. Then properties (3n),
n ∈ N, trivially imply that Σ is complete.
• Σ is homeomorphic toM . If we consider the exhaustions{Σ ∩ Dn | n ∈ N} of Σ and
{Mn | n ∈ N} of M , then we know (from the way in which we have constructedΣ) that
Σ ∩ Dn is homeomorphic toMn. Label this homeomorphism asfn : Σ ∩ Dn →Mn.

Mi Mn

Σ ∩ DnΣ ∩ Di

-

-

? ?

fn|Σ∩Di
fn

i

i

Moreover, we have thatfn|Σ∩Di
is also a homeomorphism betweenΣ ∩ Di andMi which

coincides with the corresponding homeomorphismfi. Then, after taking the limit asn → ∞,
we conclude thatΣ andM are homeomorphic.
Case 2.D is a smooth strictly convex domain.

First of all, we can assume, up to a suitable shrinking ofD, thatκ1(∂D) = 1. This time the
proof is slightly different from the previous case. Our aim is to create a sequence:

Θn = {tn, εn, δn,Dn,Σn}n∈N,
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where:

• {tn}n∈N, {εn}n∈N, {δn}n∈N, are sequences of real numbers decreasing to0. Moreover,
∞∑

n=i+1

εn < δi for anyi ∈ N.

• Dn
def
= D−tn is the convex domain parallel toD at distancetn.

• Σn is a compact, connected, minimal surface with nonempty boundary.

This sequence can be constructed in such a way so that it satisfies:

(1n) ~0 ∈ Σn and∂Σn ⊂ ∂D;
(2n) For i = 1, . . . , n− 1, Σn ∩ Di is a normal graph over its projectionΣi,n ⊂ Σ′

i, whereΣ′
i

is a larger compact minimal surface containingΣi in its interior. Furthermore, if we write
Σn = {p + fn,i(p) ·Ni(p) | p ∈ Σi,n}, whereNi is the Gauss map ofΣi,n, then:

(2n- a) |∇fn,i| ≤
n∑

k=i+1

εk, and

(2n- b) δH(Σn,Σi) ≤
n∑

k=i+1

εk, for i = 1, . . . , n− 1.

whereεk > 0, for all k, and
∞∑

k=1

εk < 1.

(3n) distΣn(~0, ∂Σn) ≥ distΣ1(~0, ∂Σ1) + n− 1;

(4n) Let 2 δi
def
= minj 6=k distR3(Cj , Ck), whereCj are the connected components ofΣi∩ (D−

Di). If there is only one component inΣi ∩ (D − Di), then we defineδi
def
= 1/2. If

C andC ′ are two different connected components ofΣn ∩
(
D −Di

)
, then the distance

distR3(C,C ′) > δi.

The sequence{Θn}n∈N is obtained in a recurrent way. In order to defineΣ1, we consider an
analytic Jordan curveΓ1 in ∂D. We solve the Plateau problem for this curve and letΣ1 be the
solution minimal disk. Up to a translation inR3, we can assume that~0 ∈ Int(Σ1) ⊂ D.

Suppose that we have constructed the termΘn in the sequence. The idea is to apply Lemma 2
or Lemma 3 (depending on the topology ofMn+1 − Int(Mn)) to produce the next minimal
surfaceΣn+1, like in the proof of Case 1. However, this time we have to be more careful. First,
we taketn+1 ∈ (0, tn) small enough so that:

• Σn intersects∂D−tn+1 transversally andΣn ∩D−tn+1 contains a connected component

Σ̂n with the same topological type thanΣn and satisfies

distbΣn
(~0, ∂Σ̂n) ≥ distΣ1(~0, ∂Σ1) + n− 1.

• The constantC(ε′,D−tn+1 ,D) = ε′ +
√

(tn+1 + 2ε′ + 1)2 − 1 < εn+1 for ε′ suffi-
ciently small.

Then apply one of the lemmas to the dataΣn, Dn+1 andD. In this way, we obtain the new
immersionΣn+1 satisfying properties (1n+1) to (4n+1). Let us check (4n+1). TakeC andC ′

two components ofΣn+1 ∩ (D − Di). ThenC andC ′ lie in tubular neighborhoods of radius∑n+1
k=i+1 εk of some components ofΣi ∩ (D −Di), that we labelC̃ andC̃ ′, respectively. Then
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one has

distR3(C,C ′) ≥ distR3(C̃, C̃ ′) −
n+1∑

k=i+1

εk > 2δi −
n+1∑

k=i+1

εk > δi.

If
∑∞

k=n+2 εk ≥ δn+1, then we modify the sequence{εn}n∈N as follows:

• ε′k = εk, for k = 1, . . . , n + 1;
• ε′k = δn+1 εk, for k > n+ 1.

At this point in the proof, we have obtained a sequence of compact minimal surfaces{Σn}n∈N

with regular boundary in∂D, whose interiors converge smoothly on compact sets ofD to a
complete minimal surfaceΣ, properly immersed inD. As in the previous step, we have that
Σ ∩Di is homeomorphic toMi, for all i ∈ N, and for eachi ∈ N, Σ ∩Di is a small graph over
Σi. Furthermore, properties (4n), n ∈ N, imply that the distances between any two components
of Σ ∩ (D − Di) are larger thanδi. Note that two different endse1, e2 of Σ can be represented
by distinct componentsC1, C2 of Σ − Dj , for somej sufficiently large. By Definition 2, the
distance betweenL(e1) andL(e2) is at least equal to the distance betweenC1 andC2 which is
greater thanδj . This completes the proof of Case 2.
Case 3. D is a smooth bounded domain.

In this case we takeU to be an open disk in∂D so that the principal curvatures with respect
to the inner pointing normals are positive and bounded away from zero. Then, it is possible to
find a smooth convex domainDU ⊂ D with U ⊂ ∂DU . Then we consider the curveΓ1 ⊂ U as
in the previous case, and we solve the classical Plateau problem to obtain a compact minimal
diskΣ1. We take the series

∑∞
k=1 εk to satisfy:
∞∑

k=1

εk <
1

2
distR3(Σ1, ∂D − U).

Thus, we apply Case 2 to obtain a complete minimal surfaceΣ satisfying the conclusions of the
theorem for the domainD′ and the limit set ofΣ is contained inU . Then the surfaceΣ is also
properly immersed inD. This concludes the proof of the theorem. �

SupposeM is a proper minimally immersed open surface inR
3 and passes through the

origin. After a small translation ofM assume thatM is transverse to the boundary sphere of
the ballsB(n) of radiusn, n ∈ N. Then the maximum principle implies that the exhaustion
{Mn = M ∩ B(n)} of M is a smooth compact exhaustion where for all

n ∈ N, M − Int(Mn) has no compact components.

We will call a smooth compact exhaustionM1 ⊂ M2 ⊂ · · · ⊂ Mn ⊂ · · · admissibleif it
satisfies the above property. The next result is an immediatecorollary of Theorem 4.

Theorem 5. LetM be an open orientable surface with an admissible exhaustionM1 ⊂ M2 ⊂
· · ·Mn ⊂ · · · . There exists a proper minimal immersionf : M −→ R

3 satisfyingf(Mn) =
f(M) ∩ B(n).

The question concerning the existence of complete proper minimal surfaces in the unit ball
B(1) such that the limit sets are the entire unit sphereS

2(1) was proposed to the second author
by Nadirashvili in 2004. The techniques used to prove Theorem 4 allow us to give a positive
answer to this former question.
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Proposition 1. LetM be an open orientable surface andD a convex open domain. Then there
exists a complete proper minimal immersionf : M → D such that the limit set off(M) is ∂D.

The proof of the above proposition consists of a suitable useof the bridge principle in the
proof of Lemmas 2 and 3. In this case the curveΓ used in Step 3 in both lemmas is substituted
by a smooth arc in∂D′ which is ε close to every point of∂D′. With these new versions of
the lemmas we can modify the proof of Case 1 (when∂D is convex) as follows: we construct
the sequence{Σn}n∈N in such a way that∂Σn is 1

n
close to every point in∂Dn. So, the limit

immersionΣ would satisfy that its limit setL(Σ) is ∂D.
As a consequence of Proposition 1, we obtain the following result.

Corollary 1. Any convex domain ofR3 is the convex hull of some complete minimal surface.

6. NONORIENTABLE MINIMAL SURFACES

The main goal of this section is to develop the necessary theory for dealing with complete,
properly immersed or embedded, nonorientable minimal surfaces in domains inR3. First we
explain how to modify arguments in the proof of the Density Theorem in [1] to the case of
nonorientable surfaces, i.e., given a compact nonorientable surfaceM , we describe how to
approximate it by a complete, nonorientable hyperbolic surfaceM̃ which is homeomorphic to
the interior ofM . Once this generalization of the Density Theorem is seen to hold, we apply
it to prove that Theorem 4 holds for nonorientable surfaces,which then completes the proof of
Theorem 1 stated in the Introduction.

Since one of the goals in the Embedded Calabi-Yau Conjectureis to construct nonorientable,
properly embedded minimal surfaces in bounded domains ofR

3, we construct in Section 6.3
complete, proper minimal immersions of any open surfaceM with a finite number of nonori-
entable ends into some certain smooth nonsimply connected domain such that distinct ends of
M have disjoint limit sets and such that the immersed surface is properly isotopic to a proper
(incomplete) minimal embedding ofM in the domain. In Example 3, we construct a bounded
domainD∞ in R

3 which is smooth except at one pointp∞ and has the property that every open
surfaceM admits a complete, proper minimal immersionf : M → D∞ which can be closely
approximated in the Hausdorff distance by a proper, noncomplete, minimal embedding ofM in
D∞.

6.1. Density theorems for nonorientable minimal surfaces.The results contained in [1] re-
main true when the minimal surfaces involved in the construction are nonorientable. In order
to obtain a result similar to Lemma 1 in the nonorientable setting, we work with the orientable
double covering. But then all the machinery must be adapted in order to be compatible with
the antiholomorphic involution of the change of sheet in theorientable covering. In verifying
this construction, there are three points that are nontrivial and they are explained in paragraphs
6.1.1, 6.1.2, and 6.1.3 below.

First, we need some notation. LetM ′ denote a connected compact Riemann surface of genus
σ ∈ N ∪ {0}. Let I : M ′ → M ′ be an antiholomorphic involution without fixed points. Then,

the surfacẽM ′ def
= M ′/〈I〉 is a compact connected nonorientable surface.

For E ∈ N, considerD1, . . . ,DE ⊂ M ′ open disks so that{γi
def
= ∂Di, i = 1, . . . , E} are

piecewise smooth Jordan curves andDi ∩ Dj = ∅ for all i 6= j.
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Definition 3. Each curveγi will be called a cycle onM ′ and the familyJ = {γ1, . . . , γE}
will be called amulticycle onM ′. We denote byInt(γi) the diskDi, for i = 1, . . . , E. We also
defineM(J ) = M ′ − ∪E

i=1Int(γi). Notice thatM(J ) is always connected.
We will say thatJ is invariant under I iff for any diskDi there exist another disk in the

family Dj such thatI(Di) = Dj . Observe thati 6= j and so the number of cycles inJ is even
in this case.

GivenJ = {γ1, . . . , γE} andJ ′ = {γ′1, . . . , γ′E} two multicycles inM ′, we writeJ ′ < J
if Int(γi) ⊂ Int(γ′i) for i = 1, . . . , E. Observe thatJ ′ < J impliesM(J ′) ⊂M(J ).

6.1.1. Runge functions on nonorientable minimal surfaces.Runge-type theorems are crucial in
obtaining the theorems for orientable surfaces obtained previously in [1]. So, the first step in
the proof of Lemma 1 in the nonorientable case consists of proving a suitable Runge theorem
for nonorientable minimal surfaces. To be more precise, we need the following.

Lemma 5. LetJ be a multicycle inM ′which is invariant underI and letF : M(J ) → R
3 be

a nonorientable minimal immersion with Weierstrass data(g,Φ3)
3. ConsiderK1 andK2 two

disjoint compact sets inM(J ) and∆ ⊂M ′ satisfying:

(a) There exists a basis of the homology ofM(J) contained inK2 andI(K2) = K2;
(b) ∆ ⊂M ′ − (K1 ∪ I(K1) ∪K2) andI(∆) = ∆;
(c) ∆ has a point in each connected component ofM ′ − (K1 ∪ I(K1) ∪K2).

Then, for anym ∈ N and anyt > 0, there exists a holomorphic function without zerosH :
M(J ) − ∆ → C such that:

(1) H ◦ I = 1/H;
(2) |H − t| < 1/m in K1;
(3) |H − 1| < 1/m in K2;

(4) The nonorientable minimal immersion given by the Weierstrass datãg
def
= g/H andΦ̃3 :=

Φ3 is well-defined (has no real periods.)

Proof. If σ represents the genus ofM ′ and2E is the number of cycles inJ , notice that the
dimension ofH1(M(J ),R) is 2σ + 2E − 1.

Assertion 6.1. There exists a basis for the first real homology group ofM(J )

B = {γ1, . . . , γσ+E,Γ1, . . . ,Γσ+E−1},
which is contained inK2 and satisfies:

• I∗(γj) = γj , for j = 1, . . . , σ + E,
• I∗(Γj) = −Γj, for j = 1, . . . , σ + E − 1.

The proof of this assertion is a standard topological argument that can be found in [6], for
instance.

Assertion 6.2. If τ is a holomorphic differential inM(J ) satisfyingI∗(τ) = τ , thenRe
(∫

γ
τ
)

=

0, for all γ in H1(M(J ),R) if and only if
∫
γj
τ = 0, for all j = 1, . . . , σ + E.

In addition, if τ is holomorphic onM ′, thenτ = 0 if and only if
∫
γj
τ = 0, for all j =

1, . . . , σ + E.

3Recall thatg ◦ I = −1/g, I∗
Φ3 = Φ3.
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Proof. The proof of the first part of this claim is straightforward. For the second part, take into
account that a holomorphic differential on a compact Riemann surface is zero if and only if it
has imaginary periods. �

Assertion 6.3. Consider(b1, . . . , bσ+E) ∈ R
σ+E − {~0} andc =

σ+E∑

j=1

bj · γj, then there exists a

holomorphic differential onM(J ) satisfyingI∗τ = −τ and
∫
c
τ 6= 0.

Furthermore, givenL an integral divisor inM ′, invariant underI and with supp(L) ⊂
M(J ), thenτ can be chosen in such a way that(τ)0 ≥ L, where(·)0 means the divisor of
zeros.

Proof. The first holomorphic De Rham cohomology group,H1
hol(M(J )) is a complex vector

space of dimension̺. If we defineF : H1
hol(M(J )) −→ H1

hol(M(J ))

F ([ω])
def
=
[
I∗ (ω)

]
,

thenF is a (real) linear involution ofH1
hol(M(J )). Hence,H1

hol(M(J )) = V + ⊕ V −, where
V + = {[ω] | F ([ω]) = [ω]} andV − = {[ω] | F ([ω]) = −[ω]}. Moreover, the linear map
[ω] 7→ [iω] establishes an isomorphism betweenV + andV −. Then, we have that the real
dimensiondimR V

+ = ̺. So, the linear map:

T : V − −→
(
i · Rσ+E

)
× R

σ+E−1

T ([ψ]) =

(∫

γ1

ψ, . . . ,

∫

γσ+E

ψ,

∫

Γ1

ψ, . . . ,

∫

Γσ+E−1

ψ

)
,

is an isomorphism wherei =
√
−1. In particular, there exists[ψ] in V − such that

T ([ψ]) /∈



(z1, . . . , zσ+E, w1, . . . , wσ+E−1) ∈

(
i · Rσ+E

)
× R

σ+E−1 |
σ+E∑

j=1

bjzj = 0



 .

HenceIm
(∫

c
ψ
)
6= 0. Now, using Claim 3.2 in [1], we can prove the existence of a holomorphic

differential onM(J ), ψ̃, with the same periods asψ and such that(ψ̃)0 ≥ L. Then, we define

the1-form τ
def
= 1

2

(
ψ̃ − I∗(ψ̃)

)
. From the definition, it is clear thatI∗(τ) = −τ and(τ)0 ≥ L.

Moreover, asψ andψ̃ have the same periods, one has:
∫

c

τ =
1

2

(∫

c

ψ̃ −
∫

c

ψ̃

)
= i Im

(∫

c

ψ̃

)
= i Im

(∫

c

ψ

)
6= 0.

�

From this point on in the proof, we can follow the proof of Lemma 1 in [6] to obtain the
existence of the functionH satisfying all the assertions in the lemma. For completeness, we
include a sketch of this proof.
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Assertion 6.4. Let H−
(
M(J )

)
be thereal vector space of the holomorphic functionst :

M(J ) → C, satisfyingt ◦ I = −t. Then the linear mapF : H−
(
M(J )

)
→ R

2(σ+E), given

by:

F (t) =

(∫

γj

t Φ3

(
1

g
+ g

)
,−i

∫

γj

t Φ3

(
1

g
− g

))

j=1,...,σ+E

is surjective.

Proof. We proceed by contradiction. AssumeF is not onto. Then, there exist

(ϑ1, . . . , ϑσ+E, µ1, . . . , µσ+E) ∈ R
2(σ+E) − {(0, . . . , 0)},

such that:

(6)
σ+E∑

j=1

[
ϑj

∫

γj

t Φ3

(
1

g
+ g

)
− i µj

∫

γj

t Φ3

(
1

g
− g

)]
= 0 ∀t ∈ H−

(
M(J )

)
.

Assertion 6.3 guarantees the existence of a differentialτ satisfying

(i) (τ)0 ≥
(((

1
g

+ g
)

Φ3

)
|
M(J )

)

0

2 ((
d
(

1−g2

1+g2

))
|
M(J )

)

0

,

(ii) −i
σ+E∑

j=1

µj

∫

γj

τ 6= 0,

(iii) I∗τ = −τ .

Let us definey
def
=

τ

d
(

1−g2

1+g2

) , andt
def
=

d(y)(
1
g

+ g
)

Φ3

. Taking the choice ofτ into account, the

function t belongs toH−
(
M(J )

)
. In this case and after integrating by parts, (6) becomes

−i ∑σ+E
j=1 µj

∫
γj
τ = 0, which is absurd. This contradiction proves the claim. �

Using the previous claim we infer the existence of{t1, . . . , t2(σ+E)} ⊂ H−
(
M(J )

)
such

thatdet(F (t1), . . . , F (t2(σ+E))) 6= 0. Up to changingti ↔ ti/x, x > 0 large enough, we can
assume that

(7)

∣∣∣∣∣∣
exp




2(σ+E)∑

i=1

xiti(p)


− 1

∣∣∣∣∣∣
< 1/(2m),

∀(x1, . . . , x2(σ+E)) ∈ R
2(σ+E), |xi| < 1, i = 1, . . . , 2(σ + E), ∀p ∈M(J ).

Assertion 6.5. For eachn ∈ N, there istn0 ∈ H−(M(J )) such that:

(i) |tn0 − n| < 1/n in K1 (and so|tn0 + n| < 1/n in I(K1)),
(ii) |tn0 | < 1/n in K2.

Proof. Givenn ∈ N, we apply a Runge-type theorem onM , see [22, Theorem 10], and obtain
a holomorphic functionT n

0 : M(J ) → C satisfying

• |T n
0 − n| < 1/n in K1,
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• |T n
0 + n| < 1/n in I(K1),

• |T n
0 | < 1/n in K2.

We taketn0 = 1
2(T n

0 − T n
0 ◦ I). From this, it is trivial to check Properties(i) and(ii) . �

ForΘ = (λ0, . . . , λ2(σ+E)) ∈ R
2(σ+E)+1, we define

hΘ,n(p)
def
= exp


λ0 t

n
0 (p) +

2(σ+E)∑

j=1

λj tj(p)


 , ∀p ∈M(J ).

Label gΘ,n = g/hΘ,n andΦΘ,n
3 = Φ3. As

{
tn0 |K2

}
n∈N

is uniformly bounded, then, up to

a subsequence, we have
{
tn0 |K2

}
→ t∞0 ≡ 0, uniformly onK2. We also define onK2 the

Weierstrass datagΘ,∞ = g/hΘ,∞, ΦΘ,∞
3 = Φ3, where

hΘ,∞(p)
def
= exp




2(σ+E)∑

j=1

λj tj(p)


 , ∀p ∈ K2.

Observe that third Weierstrass differential of the aforementioned holomorphic data has no real
periods. Therefore, we must only consider the period problem associated toΦΘ,n

j , j = 1, 2. To

do this, we define the period mapPn : R
2(σ+E)+1 → R

2(σ+E), n ∈ N ∪ {∞};

Pn(Θ) =

(∫

γj

ΦΘ,n
1 ,

∫

γj

ΦΘ,n
2

)

j=1,...,σ+E

.

Since the initial immersionX is well-defined, then one hasPn(0) = 0, ∀n ∈ N ∪ {∞}.
Moreover, it is not hard to check that

Jacλ1,...,λ2(σ+k)
(Pn)(0) = det(F (t1), . . . , F (t2(σ+E))) 6= 0, ∀n ∈ N ∪ {∞}.

Applying the Implicit Function Theorem to the mapPn at 0 ∈ [−ǫ, ǫ ] × B(0, r), we get an
smooth functionLn : In → R

2(σ+E) satisfyingPn(λ0, Ln(λ0)) = 0, ∀λ0 ∈ In, whereIn is a
maximal open interval containing0 (here, maximal means thatLn can not be regularly extended
beyondIn).

We next check that the supremumǫn of the connected component ofL−1
n (B(0, r)) ∩ [0, ǫ]

containingλ0 = 0 belongs toIn. Indeed, take a sequence{λk
0}k∈N ր ǫn. As {Ln(λk

0)} ⊂
B(0, r), then, up to a subsequence,{Ln(λk

0)}k∈N → Λn ∈ B(0, r). Taking into account
that Jacλ1,...,λ2(σ+k)

(Pn)(ǫn,Λn) 6= 0, the local unicity of the curve(λ0, Ln(λ0)) around the
point (ǫn,Λn), and the maximality ofIn, we infer thatǫn ∈ In. Therefore, eitherǫn = ǫ, or
Ln(ǫn) = Λn ∈ ∂(B(0, r)).

We will now see thatǫ0
def
= lim inf{ǫn} > 0. Otherwise, there would be a subsequence

{ǫn} → 0. Without loss of generality,ǫn < ǫ, ∀n ∈ N, and soΛn ∈ ∂(B(0, r)), ∀n ∈ N. Up
to a subsequence,{Λn} → Λ∞ ∈ ∂(B(0, r)). The factP∞(0, 0) = P∞(0,Λ∞) = 0 would
contradict the injectivity ofP∞(0, ·) in B(0, r). Hence the functionLn : [0, ǫ0] → B(0, r) is
well-defined,∀n ≥ n0, n0 large enough.
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Label(λn
1 , . . . , λ

n
2(σ+E)) = Ln(ǫ0). From (7) we have| exp[

∑2(σ+E)
j=1 λn

j tj] − 1| < 1/(2m)

onD (p). Hence, ifn (≥ n0) is large enough, the function:

H(z)
def
= exp


ǫ0 tn0 (z) +

2(σ+E)∑

j=1

λn
j tj(z)




satisfies items1, 2 and 3 in Lemma 5. Since the period functionPn vanishes atΘn =

(ǫ0, λ
n
1 , . . . , λ

n
2(σ+E)), then the minimal immersioñF associated to the Weierstrass datagΘn,n,

ΦΘn,n
3 = Φ3 is well-defined. This proves item4 in the lemma.

�

6.1.2. The existence of a holomorphic differential without zeros.In the paper [1], the existence
of a holomorphic1-form without zerosω onM(J0) is used over and over again, for a given
multicycleJ0. In our new setting, we need the following related result:

Lemma 6. GivenJ0 a multicycle inM ′, which is invariant underI, there exists a holomorphic
1-formω′ in M(J0), without zeros, and satisfyingI∗(ω′) = ω′.

Proof. Let π : M ′ → M̃ ′ be the projection and let̃h1, . . . , h̃σ be a basis of the harmonic
1-forms onM̃ ′. SinceI is an orientation reversing isometry of the orientable surfaceM ′,

then I leaves invariant the harmonic1-forms hi
def
= π∗(h̃i) and I∗(⋆hi) = − ⋆ hi, where⋆

denotes the Hodge operator. Hence,I∗(ωi) = ωi, whereωi
def
= hi + i ⋆ hi. A simple Euler

characteristic calculation shows thatω1, . . . , ωσ is a basis for the holomorphic differentials of
M ′. LetW = (ω1, . . . , ωσ), then the Abel-Jacobi mapf : M ′ → C

σ/Λ satisfies:

(8) f(I(p)) =

[∫ I(p)

p0

W

]
=

[∫ I(p0)

p0

W +

∫ I(p)

I(p0)
W

]
= v0 +

[∫ p

p0

I∗(W )

]
=

v0 +

[∫ p

p0

W

]
= v0 + c ◦ f(p),

wherec is the map onCσ/Λ induced by the complex conjugation inCσ andp0 ∈ M ′ is a base
point.

LetU ⊆M ′ be an open region and letDiv(U) denote the set of divisors inM ′ whose support
is contained inU . Then the mapf can be extend linearly toDiv(U) as follows:

f




k∑

j=1

nj · pj


 =

k∑

j=1

nj · f(pj).

Assertion 6.6. Let Divσ−1(U) denote the subset of divisors inDiv(U) of degreeσ − 1. Then
f : Divσ−1(U) → C

σ/Λ is onto.

Let n in N and considerSn the group of permutations of(1, . . . , n). Sn acts on the cartesian
product(M ′)n; the quotientSn(M ′) is called thenth symmetric power ofM ′. Sn(M ′) is
a complex manifold of dimensionn whose points can be identified with divisors of the form
D =

∑n
j=1 Pj . It is well-known [21, Chap. 15] that the set ofD ∈ Sσ, such that the rank atD
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of the differential off : Sσ(M ′) → C
σ/Λ is maximal,= σ, is open and dense inSσ(M ′). In

particular,f(Sσ(U)) contains an open subset ofC
σ/Λ. So, if we consider

f : Sn σ−1(U) × S(n−1)σ(U) → C
σ/Λ

f(D,E) = f(D) − f(E),

then the imagef
(
Sn σ−1(U) × S(n−1)σ(U)

)
⊆ f(Divσ−1(U)) contains an open subset whose

diameter diverges, in terms ofn. This completes the proof of Assertion 6.6.

Considerω a nonzero holomorphic1-form satisfyingI∗ω = ω, then the divisor ofω has
this form (ω) =

∑σ−1
j=1 pj +

∑σ−1
j=1 I(pj). If we labelK =

∑σ−1
j=1 f(pj), then (8) implies that

f((ω)) = 2ℜ(K)+(σ−1) v0,whereℜ is the map induced by the real projectionRe: C
σ → R

σ.

If we consider one of the disksDi in the complement ofM(J0), then Assertion 6.6 gives
the existence ofD ∈ Div(Di) so thatdeg(D) = σ − 1 andf(D) = K. So, one has that
deg(D + I(D)) = 2σ − 2 and

f(D + I(D)) = K + c(K) + deg(D) v0 = 2ℜ(K) + (σ − 1) v0 = f((ω)).

Abel’s theorem gives the existence of a meromorphic function h onM ′ such that(h) = (w) −
D − I(D). In other words, the meromorphic1-form τ

def
= ω/h satisfies:

(τ) =
(
I∗(τ)

)
= D + I(D).

Therefore,τ = a I∗(τ), for some complex constanta ∈ C
∗. SinceI is an involution, then we

deduce that|a| = 1.

If a = −1, thenω′ def
= iτ is the1-form that we are looking for. If not, we defineω′ def

= 1+a
2 τ

and it satisfies the assertions of this lemma. �

6.1.3. López-Ros parameters adapted to nonorientable minimal surfaces. In order to obtain
that the examples constructed in [1] were proper, we used special types of functions with simple
poles at some points near the boundary of the surface and which were approximated by1 in
almost the entire surface. To do the same thing in the nonorientable case, we need to modify
the proof of Lemma 2 in [1] according to the following explanation.

The holomorphic functionζi,k : M(J0) − {pk
i } −→ C having a simple pole atpk

i [1,
subsection 4.1.1, p. 14] must be replaced by a holomorphic function onM(J0) − {pk

i } having
a simple pole atpk

i and a zero (not necessarily simple) atI(pk
i ). The existence of such a function

is guaranteed by Noether’s gap theorem (see [5].)
Now, for Θ =

(
λ0, λ1, . . . , λ2(σ+E)

)
∈ R

2(σ+E)+1, we consider the functionhΘ (compare
with [1, subsection 4.1.1, equation (3.10)]):

(9) hΘ =
λ0 θ

k
i ζi,j + exp

(∑2(σ+E)
j=1 λj ϕj

)

λ0 θk
i (ζi,j ◦ I) + exp

(
−∑2(σ+E)

j=1 λj ϕj

) .

Then, the functionhΘ in subsection 4.1.1 of [1] must be replaced by this new one andthen all
the arguments work in the same way. The reason for changinghΘ is because we need that

hΘ ◦ I =
1

hΘ
,
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in order to use this function as a López-Ros parameter for nonorientable minimal surfaces.
This concludes our discussion on how to adapt the proof of Theorem 4 to the nonorientable

case, which completes the proof of Theorem 1.

6.2. A nonexistence theorem for nonorientable minimal surfacesproperly immersed in
smooth bounded domains.In this section, we describe a topological obstruction to the exis-
tence of certain proper immersions of open nonorientable surfaces into a given smooth bounded
domain. For this description we need the following definition.

Definition 4. LetD be a smooth bounded domain. We say that a proper immersionf : M → D
of an open surfaceM is properly isotopic to a properly embedded surface inD if there exists a
proper continuous mapF : M × [0, 1] → D such that for eacht ∈ [0, 1], Ft = F |M×{t} is a
proper immersion intoD, F0 corresponds tof andF1 is a proper embedding.

Theorem 6. SupposeD is a smooth bounded domain inR3 with boundary being a possibly
disconnected surface of genusg andM is a properly immersed surface inD. If M is properly
isotopic to a properly embedded surface inD, thenM has at mostg nonorientable ends4.

Proof. SinceM is properly isotopic to an embedded surfaceM ′ in D, thenM is homeomorphic
to M ′. In particular, the number of nonorientable ends ofM ′ andM is the same. Hence, it
suffices to prove the theorem in the special case thatM is properly embedded, a property that
we now assume holds.

Arguing by contradiction, supposeM has at leastg + 1 nonorientable endse1, e2, . . . eg+1.
SinceD is smooth, then for some smallε > 0, D(ε) = {x ∈ D | distR3(x, ∂D) ≤ ε} is a
smooth domain which is diffeomorphic to∂D×[0, 1], where∂D is a smooth compact surface of
genusg. For someε sufficiently small,D(ε) ∩M contains a collection{E1, E2, . . . , Eg+1} of
pairwise disjoint, proper subdomains ofM with compact boundary and such thatEi represents
the endei for i ∈ {1, 2, . . . , g + 1}. In this case, after reindexing, we may assume that there is
a component∂ of ∂D of genusk such that the limit setsL(E1), . . . , L(Ek+1) are contained in
∂.

For some small positiveδ with δ < ε, the surfaces∂ε, ∂δ in D parallel to∂ of distance
ε, δ, respectively, are embedded and the closed regionR(ε, δ) ⊂ D bounded by∂ε ∪ ∂δ is
topologically∂ × [0, 1]. Since eachEi is nonorientable, forδ sufficiently small,R(ε, δ) ∩ Ei

contains a connected, smooth, compact nonorientable domain Fj with ∂Fj ⊂ ∂R(ε, δ) =
∂ε ∪ ∂δ for j ∈ {1, 2, . . . , k + 1}.

Since for eachj ∈ {1, 2, . . . , k+ 1}, Fj is nonorientable andR(ε, δ) is orientable, there is a
simple closed curveγj ⊂ Fj such thatF j ∩ γj = 1 ∈ H0(R(ε, δ),Z2), whereγj ∩ F j is the
homological intersection number mod 2 ofγj andFj relative to∂R(ε, δ). Since the domains
F1, . . . , Fk+1 are pairwise disjoint, we conclude thatF i∩γj = δi,j for i, j ∈ {1, 2, . . . , k+1}.

Now let αj be a closed curve in∂ε which is homologous inR(ε, δ) to γj. SinceF i ∩
γj = δi,j , then∂Fi ∩ ∂ε ∩ αj = δi,j , where we consider∂Fi ∩ ∂ε to represent an element in
H1(∂ε,Z2}. In particular, the collection ofpairwise disjoint simple closed curves that make
up
⋃k+1

i=1 ∂Fi ∩ ∂ε represent at leastk + 1 independent homology classes inH1(∂ε,Z2), which

4An end of a surfaceM is said to benonorientableif every proper subdomain with compact boundary which
represents the end is nonorientable.
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is impossible since∂ε is a compact orientable surface of genusk. This contradiction completes
the proof of the theorem. �

The following corollary is an immediate consequence of Theorem 6.

Corollary 2. If M is an open surface with an infinite number of nonorientable ends, then
there does not exist a proper immersion ofM into any smooth bounded domain, such that the
immersion is properly isotopic to a properly embedded surface in the domain.

FIGURE 6. The domainD1, the curvea and the disksU1 andU2

6.3. The description of the universal domains of Conjecture 1.The main goal of this section
is to describe bounded domains ofR

3 which are candidates for solving parts (2) and (3) of the
embedded Calabi-Yau conjecture. From the previous theorem, we know that some restrictions
are necessary in order to properly embed a nonorientable surface in a smooth bounded domain.
That condition is that the numbern of nonorientable ends can not be greater than the genus of
the boundary of the domain. We will actually construct a sequence of domains{Dn}n∈N which
are solidn-holed donuts and which contain certain properly embedded nonorientable minimal
surfaces. We conjecture that:

(1) If M is a nonorientable open surface with no nonorientable ends,then it can be properly
minimally embedded inD1 with a complete metric.

(2) If n ≥ 1 andM hasn nonorientable ends, then it can be properly and minimally
embedded inDn with a complete metric.

Example 1. Consider a smooth compact solid torusD1 satisfying the following properties (see
Figure 6):

(1) D1 is invariant under reflections in the coordinate planesPxy, Pxz andPyz.

(2) The intersection ofPyz with D1 consists of two compact convex disks,U1 andU2.
(3) The intersection ofPxy with ∂D1 consists of two curves, and the exterior onea is

convex.
(4) There exists an open neighborhoodN of ∂U1 ∪ a ∪ ∂U2 in ∂D1 with κ1(N) > 1.

Example 2. For n > 1, consider now a smooth compact solidn-holed torusDn satisfying the
following properties (see Figure 8 for the case ofD3):
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FIGURE 7. The minimal surfaceF1 has the topology of a Möbius strip andF2

is topologically a minimal Klein bottle minus a disk.

(1) Dn is invariant under reflections in the coordinate planesPxy, Pxz andPyz .
(2) For each integerk in [−n + 1, n − 1], one of the components in the intersection of the

planePk = {x = k} andDn is a compact convex disk,Uk with positivey-coordinate.
(3) The intersection ofPxy with ∂Dn consists ofn + 1 curves, and the exterior onea is

convex.

(4) There exists an open neighborhoodN of a ∪
(

n−1⋃

k=−n+1

∂Uk

)
in ∂Dn with κ1(N) ≥

εn > 0.

Finally, we described the domainD∞.

Example 3. We consider an infinitely many holed solid donutD∞ with a single nonsmooth
pointp∞ on its boundary which is accumulation point of the holes ofD∞. This domain satisfies
the following properties (see Figure 10):
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FIGURE 8. The domainD3

(1) The domainD∞ is contained in the slab{0 ≤ x ≤ 1} andp∞ = (1, 0, 0).
(2) D∞ is invariant under reflections in the coordinate planesPxy andPxz.
(3) There exists positive real numbersrn, sn, n ∈ N, such that:

(a) r1 < s1 < r2 < s2 < r3 < · · · < rn < sn < rn+1 < · · · and limn rn = 1,
(b) the planes{x = rn} intersectD∞ in two convex disks, one of them contained in

the half space{y > 0} that we callU(rn),
(c) the planes{x = sn} intersectD∞ in one convex disk, which we callV (sn),

(4) The intersection ofPxy with ∂D∞ contains a unique exterior curvea which is convex
and smooth.

(5) There exists an open neighborhoodN ofa∪
(

∞⋃

k=1

∂U(rk) ∪ ∂V (sk)

)
in ∂D∞−{p∞}

with κ1(N) ≥ ε∞ > 0, for some positiveε∞.

Using the bridge principle, the classification of noncompact surfaces and a suitable choice of
a compact exhaustion, we next prove the following proposition.

Proposition 2. For everyn ∈ N, the smooth domainDn satisfies:

(1) For any nonorientable open surfaceM with no nonorientable ends, there exists a
proper, stable, minimal noncomplete embeddingf : M → D1.

(2) For any open surfaceM with n nonorientable ends, there exists a proper, stable, mini-
mal noncomplete embeddingf : M → Dn.

Furthermore, the embeddingf satisfies that the limit sets of distinct ends off(M) are disjoint.
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Proof. We are going to divide the proof into the case whereM has orientable ends and the case
whereM hasn nonorientable ends.
Case 1. M is nonorientable and it has orientable ends.By the classification of compact
nonorientable surfaces, there exists a compact exhaustionof M , M = {Mk | k ∈ N}, such
that:

• M1 is either a Möbius strip or a Klein bottle with a disk removed, andM − M1 is
orientable.

• Consider the surfaceM ′ formed by attaching a diskD along the boundary ofM −M1

and the associated exhaustionM′ = {M ′
1 = D,M ′

k = Mk | k ≥ 2}. Then the new
exhaustionM′ is a simple exhaustion ofM ′.

Recall from the description in Example 1 thatN is an open neighborhood of∂U1 ∪ a∪ ∂U2.
Consider a simple arcΓ in N with distinct end points on∂U1 and which is almost parallel to
a. LetF1 be the compact embedded minimal Möbius strip obtained by adding a thin bridge to
U1 alongΓ as described in Figure 7. Notice that we can guarantee that∂F1 ⊂ N by choosing
the bridge thin enough. LetF2 be the embedded compact Klein bottle minus a disk obtained by
adding a thin bridge along∂U2 to the surfaceF1 in such a way that∂F2 ⊂ N as in Figure 7.

We now describe how to construct the desired proper minimal immersion. IfM1 is a Möbius
strip, then we chooseΣ1 to beF1. SinceM − M1 is an orientable surface with a “simple
exhaustion” andκ1(N) > 1, then we can follow the proof of Case 2 in Theorem 4 in order to
construct a proper minimal embeddingf : M → D1 such that the limit set of different ends of
M are disjoint. Of course, this construction is now much easier since we do not have to deal
with the density theorem; one just uses the bridge principleto construct compact embedded
minimal surfacesΣn ⊂ Dn. If M1 is a Klein bottle with a disk removed, then we takeΣ1 = F2

and repeat the same argument to construct the desired immersion.
Case 2.M is nonorientable and it hasn nonorientable ends.

Using again the classification of compact nonorientable surfaces and arguments similar to
those in the proof of Lemma 4, there exists a compact exhaustion ofM , M = {Mk | k ∈ N},
such that:

• M1 is the compact nonorientable surface withn boundary components and Euler char-
acteristicχ(M1) = −2n+ 1.

• Every boundary curve of eachMk separatesM into two components.
• For eachk ∈ N, Mk+1 − Int(Mk) contains exactly one nonannular component∆k+1

which is either a Möbius strip minus a disk, a pair of pants, or an annulus with a handle.
• If ∆k+1 is an annulus with a handle, then the component ofM − Int(Mk) which

contains∆k+1 is orientable.
• If ∆k+1 is a pair of pants, then at most one of the two components ofM − Int(Mk+1)

which intersects∂∆k+1 is nonorientable.

For the following construction of the domainD3, see Figure 8. The planesP−n+2, P−n+4,
. . ., Pn−2, separate∂Dn into n open regions that we callR1,R2, . . .,Rn and which are ordered
by their relativex-coordinates. LetA1, A2, . . ., An−1 be compact stable minimal annuli inDn

with ∂Ai ⊂ ∂Dn, ordered by their relativex-coordinates, with boundaries close and parallel to
the boundaries of the regionsR1, R2, . . ., Rn, respectively. LetF1, F2, . . ., Fn be the compact
stable minimal Möbius strips withFi ⊂ Ri, i = 1, . . . , n, constructed by attaching bridges
to the disksU−n+1, U−n+3, . . ., Un−1 in a manner similar to the construction ofF1 in Case
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1. Furthermore, we can assume that the boundary curves of these annuli and Möbius strips
are contained in the neighborhoodN . We obtain our surfaceΣ1 by connecting the annuli and
Möbius strips by thin minimal bridges inN close to the intersection ofPxz and∂Dn and where
z > 0. Finally, we can also assume that∂Σ1 ⊂ N andΣ1 hasn boundary curvesbi ⊂ Ri,
i = 1, . . . , n, where we fix an orientation of each boundary curve.

We now describe how to finish the construction of the desired proper minimal immersion. In
Case 1, the changes in the topology ofΣm, m ∈ N, occur near one (prescribed) point in the
boundary ofΣ1. In our case, we prescriben points,pi ∈ bi, i = 1, . . . , n, wherepi lies on the
boundary of the bridge used to makeFi. The process of adding a pair of pants or an annulus
with a handle toΣm is the same as in the orientable case; one attaches a very thinbridgeB near
a point of the boundary ofΣn or one attachesB and then a second bridgeB′ in the center ofB
in order to attach an annulus with a handle (see Figures 4.)

The process to add a Möbius strip toΣm is by attaching a very thin bridgeB along a short
oriented simple arc inN−∂Σm with end points on an oriented componentγ ⊂ ∂Σm and which
has the same intersection numbers withγ at each of its end points. For example, suppose that
∆2 is a Möbius strip attached to∂M1 along a boundary component corresponding tobi ⊂ Σ1.
In this case, we choose a short arcΓ connectingpi to its opposite point̂pi in the corresponding
bridge used to produce the Möbius stripFi (see Figure 9). Note that the intersection number of
Γ with bi at pi is opposite to the intersection number atp̂i. In this case we add a bridgeB1 to
Σ1 alongΓ like in Figure 9 to makeΣ2. Since the component ofM −M1 containing∆2 has
exactly one nonorientable end, then there exists a smallestk > 2 such that∆k is a Möbius strip
minus a disk contained in this component. So, in the construction of Σk, we will again attach
a bridge, this time insideB1 (see Figure 9.) Combining all the arguments described in thelast
two paragraphs, we obtain a limit surfaceΣ contained inDn and satisfying all of the statements
of the proposition except stability. By choosing the bridges in the construction ofΣ sufficiently
thin, thenΣ is also stable. �

Proposition 3. Every open surfaceM admits a proper stable minimal embedding inD∞.

Proof. Without loss of generality we can assume thatM is not simply-connected, sinceU(r1)
is simply-connected and properly embedded inD∞.

LetX1 = D∞ ∩ {x < s1} and forn > 1, defineXn = D∞ ∩ {s3n < x < s3n+1}. For each
n ∈ N , defineYn = D∞ ∩ {s3n−2 < x < s3n−1}, andZn = D∞ ∩ {s3n−1 < x < s3n}. In
each regionXn we construct a compact stable embedded minimal Möbius stripFn by attaching
a thin bridge to the diskU(r3n−2) like in Proposition 2. Similarly, in eachYn let An be a
compact stable embedded minimal annulus close to the boundary of U(r3n−1). Finally, in
each regionZn we construct a stable compact embedded minimal disk with a handleHn by
attaching a bridge to a stable compact minimal annulus near the boundary ofU(r3n). Note that
the collection{Xn, Yn, Zn}n∈N is a pairwise disjoint family of compact domains whose union
is a properly embedded surface with boundary inD∞ − {p∞}, wherep∞ = (1, 0, 0). We can
assume that the curvea intersects all of these compact stable surfaces,Fn, An,Hn, n ∈ N and⋃∞

n=1(∂Fn ∪ ∂An ∪ ∂Hn) ⊂ N (see Figure 10).
The case whereM has finite topology is easily obtained by connecting a finite number of the

componentsFn, An andHn by bridges. Hence, from now on we assume thatM has infinite
topology.
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FIGURE 9. We choose a short arcΓ connectingpi to its opposite point̂pi in
the corresponding bridge used to produce the Möbius stripFi. Note that the
intersection number ofΓ with bi atpi is opposite to the intersection number at
p̂i. In this case we add a bridgeB1 to Σ1 alongΓ.

Following similar ideas to those in the proof of Case 2 in the previous proposition, we can
choose a compact exhaustion ofM such that:

• M1 is a Möbius strip, an annulus or a disk with a handle.
• Every boundary curve of eachMk separatesM into two components, one of them

containingM1.
• For eachk ∈ N, Mk+1 − Int(Mk) contains exactly one nonannular component∆k+1

which is either a Möbius strip minus a disk, a pair of pants, or an annulus with a handle.

Once again we construct the surface inductively. To do this we only need to explain how to
apply the bridge principle to add a pair of pants, an annulus with a handle or a Möbius strip to
a givenΣm. To guarantee the stability ofΣm, we choose bridges sufficiently narrow.

Let Σ1 be eitherF1, A1 or H1 depending on the topology ofM1. Then we connectΣ1

to the compact minimal surfaceW2 in {F2, A2,H2}, which is homeomorphic to∆2 ⊂ M2 −
Int(M1) with a disk added to its boundary, by a thin bridge contained inN to make the compact
embedded minimal surfaceΣ2. We can do this connection along an arc that travels from a point
in ∂Σ1 ∩ a to a point in∂W2 ∩ a.

The surfaceΣm is obtained fromΣm−1 by first finding a connection curveγ(m) joining a
component∂m−1 of ∂Σm−1 to the boundary of one of the surfacesWm ∈ {Fm, Am, Hm},
whereWm depends on the topology of∆m. For the construction to work well, it is helpful
that γ(m) be chosen to be contained in a particular domainCm

∞ ⊂ N which is defined in-
ductively as follows. Forγ(k), 1 ≤ k ≤ m − 1, there exists a small regular neighborhood
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FIGURE 10. The domainD∞

stripN(γ(k)) ⊂ Ck
∞ ⊂ N −

[
∂Σk−1 ∪

(
∪k−1

i=1N(γ(i))
)]

, which is a positive distance from

∂N ∪
(
∪k−1

i=1N(γ(i))
)

and so thatN(γ(k)) contains the normal projection to∂D∞ of the

bridge alongγ(k). ThenCm
∞ is the connected component ofN − [∂Σm ∪ (∪m

i=1N(γ(i)))]
which containsp∞ in its closure. Furthermore, eachγ(k) can be chosen so that it intersects
eachV (si) transversely in at most one point. In particular, we may assume thatN(γ(k)) ∩
x−1([si, si+1]) ⊂ ∂D∞ is either empty, a thin strip which intersects each of the boundary
components ofx−1([si, si+1]) ∩ ∂D∞ in a compact arc or a thin strip which intersects only
one of the boundary curves ofx−1([si, si+1]) ∩ ∂D∞ and this intersection is a connected arc;
the last case occurs whenγ(k) intersects the boundary ofx−1([si, si+1]) ∩ ∂D∞ in a single
point, which happens exactly twice. Leti(0, k) < i(1, k) be the natural numbers so thatγ(k)
intersects∂V (si(0,k)) and∂V (si(1,k)) in exactly one point, respectively.

Given an ∈ N, assume thatΣn has been constructed and we will constructΣn+1 satisfying
all of the properties mentioned in the previous paragraph. Let ∂n ⊂ ∂Σn be the component of
∂Σn which corresponds to∂∆n+1 ∩∂Mn and letpn be a point of∂n with largestx-coordinate.
Observe thatx(pn) ∈ [si(0,n+1)−1, si(0,n+1)]. We next describe in detail how to construct
γ(n+ 1).

Case A: V (si(0,n+1)) ∩ ∂Σn = ∅. In this caseγ(n + 1) can be constructed from a small
perturbation of the union of an arcβ0 joining pn to V (si(0,n+1)), whereβ0 is contained in
C∞

n ∩ x−1([si(0,n+1)−1, si(0,n+1)]), and an arcβ1 ⊂
(
V (si(0,n+1)) ∪ a

)
with one end point in

∂Wn+1.
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Case B: V (si(0,n+1))∩∂Σn 6= ∅. First consider an arcβ0 ⊂ C∞
n ∩x−1([si(0,n+1)−1, si(0,n+1)])

joining pn to a point q1 of V (si(0,n+1)) ∩ ∂N(γ(j1)), for somej1 < n. Then, we con-
sider α1 the connected component of∂N(γ(j1)) containingq1 and which is contained in
x−1

([
si(0,n+1), si(1,j1)

])
. If V (si(1,j1)+1) ∩ ∂Σn = ∅, then there is an arcσ1 ⊂ Cn

∞ ∩
x−1([si(1,j1), si(1,j1)+1]) connecting the end point ofα1 to a point in∂V (si(1,j1)+1) ⊂ Cn

∞.

As in Case A we can choose an arcβ1 ⊂
(
V (si(1,j1)+1) ∪ a

)
with one end point in∂Wn+1 so

thatγ(n+ 1) is a small perturbation ofβ0 ∪ α1 ∪ σ1 ∪ β0.
If V (si(1,j1)+1) ∩ ∂Σn 6= ∅, then we consider the arcσ1 in ∂V (si(1,j1)) − N(γ(j1)) con-

necting the end point ofα1 to a pointq2 in ∂N(γ(j2)) ∩ V (si(1,j1) for somej2 < n. In this
situation, letα2 be the connected arc of∂N(γ(j2)) ∩ x−1([si(1,j1), s(1,j2)]) starting atq2. Re-
peating this process a finite number of times we arrive to a curve γ(jk) so thatV (si(1,jk)+1) ∩
∂Σn = ∅. Then we proceed like in the previous paragraph. We consideran arcσk ⊂
Cn
∞ ∩ x−1([si(1,jk), si(1,jk)+1]) connecting the end point of the corresponding arcαk to a point

in ∂V (si(1,jk)+1) ⊂ Cn
∞. Finally, we can choose an arcβ1 ⊂

(
V (si(1,jk)+1) ∪ a

)
with one end

point in∂Wn+1 so thatγ(n+1) is a small perturbation ofβ0∪α1∪σ1∪α2∪σ2∪· · ·∪αk∪σk∪β1.

It is important to notice that the compact embedded minimal surfacesΣn, n ∈ N, satisfy
that for anyr ∈ (0, 1) the boundary ofΣn intersects{x ≤ r} in the same set of arcs and
closed curves, forn sufficiently large. So, there is a bound on the area ofΣn ∩ {x ≤ r},
independent ofn. Since the surfacesΣn are embedded and stable, then a subsequence of them
converges on compact subsets ofD∞ − {p∞} to a limit minimal surfaceΣ with boundary and
which is properly embedded inD∞ − {p∞} and so thatΣ ∩ D∞ has the topology ofM . By
boundary regularity, the limit surfaceΣ is smooth. Moreover, if we choose our connecting
bridges sufficiently thin, then we can guarantee that the limit surface is unique.

�

Remark 1. If we combine the arguments in the previous proof with the density theorem (in-
cluding the nonorientable version) one can show that every open surfaceM admits a complete
proper minimal immersion inD∞ which is properly isotopic to the minimal embedding given
in Proposition 3. Similarly, Proposition 2 can be adapted toproduce complete proper minimal
immersions of a given nonorientable open surfaceM with n ∈ N nonorientable ends intoDn

in such a way that the immersion is properly isotopic to the minimal embedding provided by the
proposition and such that the limit sets of distinct ends aredisjoint (if M has orientable ends,
then the immersion lies inD1). Taking Theorem 6 into account, this last result is sharp.
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(L. Ferrer) DEPARTAMENTO DEGEOMETŔIA Y TOPOLOǴIA . UNIVERSIDAD DE GRANADA . 18071, GRANADA ,
SPAIN.
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