
From nonlinear electrodynamics
to

Series of ∆p’s
and

Regularity theory for non-uniformly
elliptic operators

Denis Bonheure
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Maxwell’s equations in the vacuum

Maxwell’s equations for an electromagnetic field (E,B) are

∇×B− ∂tE = J [Ampère law]

1
4π∇ ·E = ρ [Gauss’s law]

∂tB +∇×E = 0 [Faraday’s law of induction]

∇ ·B = 0 [Gauss’s law for magnetism]

where ρ and J are respectively the charge and the current density
of an external source.



Maxwell’s equations in the vacuum

Choosing gauge potentials A, ϕ, namely assuming

B = ∇×A, E = −∂tA−∇ϕ,

we end up with two equations

∂t (∂tA +∇ϕ) +∇× (∇×A) = J

∇ · (∂tA +∇ϕ) = −4πρ.

These equations are variational, which means they are the
Euler-Lagrange equation of an action deriving from the Lagragian

LMaxwell(A, ϕ) =
1

2

(
|E|2 − |B|2

)
+ (J | A)− 4πρϕ.



The problem of energy divergence

Maxwell’s equations for an electrostatic field E = −∇ϕ leads to
Poisson equation

−∆ϕ = 4πρ.

If ρ = δ is a point charge, then

−(r2ϕ′(r))′ = 0 for r > 0,

and the unique solution (which vanishes at infinity) is given by

ϕ(x) =
1

|x|
.

The energy of the electrostatic field is

1

8π

ˆ
R3

|E|2 dx =
1

8π

ˆ
R3

1

|x|2
dx = +∞.



The problem of energy divergence



Finite energy field

Assume
−∆ϕ = 4πρ.

The energy of the electrostatic field is

ˆ
R3

|E|2 dx =

ˆ
R3

|∇ϕ|2 dx = 4π

ˆ
R3

ρϕ dx.

• If ρ ∈ L6/5(R3), the energy is finite (Sobolev ineq.)

1

2

ˆ
R3

ρϕ dx 6 ‖ρ‖L6/5(R3)‖u‖L6(R3)

• if ρ ∈ L1(R3), which is a relevant physical case, the energy is still
infinite in general, namely one can build counter-examples as for
instance ρ(x) = (|x|5/2 + |x|7/2)−1 for which the energy is infinite
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Born-Infeld field Theory

The classical action

L =
1

2
mv2

in Newton mechanics is replaced in special relativity by

L = mc2

(
1−

√
1− v2

c2

)
,

and this provides a maximal admissible velocity of motion.



Born-Infeld field Theory

In Born-Infeld field theory (1933-34), the Lagrangian density

LB =
b2

4π

(
1−

√
1− |E|

2 − |B|2
b2

)
+ J ·A− ρϕ,

replace the usual Lagrangian density of Maxwell theory

L =
1

8π

(
|E|2 − |B|2

)
+ J ·A− ρϕ.

We have again chosen a gauge potential (ϕ,A) so that

E = −(∂tA +∇ϕ), B = ∇×A.

Yet ρ is the charge density while J is the current density.



Born-Infeld field Theory

If we set

I =
1

2

(
|E|2 − |B|2

)
,

DBI =
1

4π

E√
1− 2

b2
I
, HBI =

1

4π

B√
1− 2

b2
I
,

we obtain formally the Euler-Lagrange equations

∇ ·DBI = ρ,

∇×HBI − ∂tDBI = J.



Born-Infeld field Theory

Since the new Lagragian is only invariant for the Lorentz group of
transformations, Born and Infeld quickly modified their new
Lagrangian as

LBI =
b2

4π

(
1−

√
1− |E|

2 − |B|2
b2

− (E ·B)2

b4

)
+ J ·A− ρϕ

 Born-Infeld, Nature 132 (1933)
 Born-Infeld, Proc. Roy. Soc. A 144 (1934)
 Born, ANIHP 7 (1937)



Born-Infeld field Theory

In an electrostatic regime, we formaly have

−div

 ∇ϕ√
1− |∇ϕ|

2

b2

 = 4πρ

The (large) parameter b is then the maximal field intensity.

This gives rise to solution with finite field energy

HBI(φ) :=
1

4π

ˆ
R3

 |∇ϕ|2√
1− |∇ϕ|

2

b2

− b2
(

1−
√

1− |∇ϕ|
2

b2

) .

Rem : the field energy is the Legendre transform of the action

JBI(φ) =

ˆ
R3

LBI(φ) dx



Single point charge

For a single point charge, we obtain

−div

 ∇ϕ√
1− |∇ϕ|

2

b2

 = 4πqδ

and an explicit computation shows

E = ∇ϕ =
q

r2
0

√
1 + |x|4

r40

x

|x|
,

where r0 = q/b is interpreted as the radius of the electron.

This BIon1 has finite energy.

1Gibbons : A BIon is a finite energy solution of a nonlinear field theory with
distributional sources



L1-density

For an integrable density, if

−div

 ∇ϕ√
1− |∇ϕ|

2

b2

 = ρ

holds in a classical or weak sense, then using Morrey-Sobolev ineq.
we infer

C‖ϕ‖N∞ 6
ˆ

|∇ϕ|2√
1− |∇ϕ|

2

b2

=

ˆ
ρϕ 6 ‖ϕ‖∞‖ρ‖L1 .



Existence of a weak solution

BUT, if ρ ∈ L1, the existence of a weak solution is open...

One can prove the existence of a solution of a relaxed problem.

Of particular interest in mathematical physics is also the
superposition of point charges: −div

(
∇φ√

1− |∇φ|2

)
= 4π

∑̀
k=1

akδxk
, x ∈ R3,

φ(x)→ 0, as |x| → ∞.

One would like
-the existence of a weak solution of finite energy
-analyze the behavior around the point charges
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Electrostatic field without external

source

Without source, the equation for the electric field is

−div

 ∇ϕ√
1− |∇ϕ|

2

b2

 = 0.

If we can integrate by part then ∇ϕ = 0 so that E = 0.

The finiteness of the energy justifies the integration by part.



Mean curvature in Minkowski space

Let L3+1 := {(x, t) ∈ R3 × R} with the flat metric + + +−.

Let Ω ⊂ R3 be a bounded convex domain.

If M is the graph of a function u ∈ C0,1(Ω), we say that M is

- weakly spacelike if ‖∇u‖ 6 1 a.e.

- spacelike if |u(x)− u(y)| < ‖x− y‖ whenever x 6= y

- strictly spacelike if u ∈ C1(Ω) and ‖∇u‖ < 1 in Ω

We then define the area integral

ˆ
Ω

(√
1− |∇u(x)|2

)
dx.



Maximal hypersurfaces

An important problem in classical Relativity is that of
determining existence and regularity properties of
maximal and constant mean curvature hypersurfaces.
These are spacelike submanifolds of codimension one in
the spacetime manifold, with the property that the trace
of the extrinsic curvature is respectively zero, constant.
Such surfaces are important because they provide
Riemannian submanifolds with properties which reflect
those of the spacetime.

Robert Bartnik and Leon Simon, Commun. Math. Phys.
87, 131-152 (1982)



Maximal hypersurfaces

This amounts to maximize

E(u) =

ˆ
Ω

(√
1− |∇u(x)|2 +

ˆ u(x)

0
H(x, t)dt

)
dx,

amongst

C(ϕ,Ω) = {u ∈ C0,1(Ω) : Lip(u) 6 1 & u(x) = ϕ(x), x ∈ ∂Ω}.

Bartnik-Simon
If H and ϕ are given bounded functions, the variational problem
can be solved iff C(ϕ,Ω) is non-empty.



Mean curvature in Minkowski space

The maximal spacelike hypersurfaces have zero Lorentz mean
curvature

−div

(
∇u√

1− |∇u|2

)
= 0.

Bernstein’s problem in Minkowski space
Calabi (1968 for n 6 4) and Cheng-Yau (1976) proved that any
entire maximal spacelike hypersurface must be affine.

Remarks:
- in opposition to the euclidean case (n 6 7), there is no restriction
on the dimension.

- the only non-strictly spacelike entire area maximizing
hypersurfaces are hyperplanes of slope 1 (Bartnik)



Pure static magnetic field without

external source

The equation for the magnetic field is then

−∇×

 ∇×A√
1 +
|∇ ×A|2

b2

 = 0.

Bernstein problem for vector fields
The Calabi-Cheng-Yau result applies to the scalar field ψ defined by

∇ψ =
∇×A√

1 +
|∇ ×A|2

b2

.



Regularity of maximal hypersurfaces

Bartnik-Simon
Let Ω be a bounded and C2,α for some α > 0. Suppose
(i) ϕ is bounded and has an extension ϕ̄ ∈ C2,α(Ω̄) satisfying

|∇ϕ̄(x)| 6 1− θ0, x ∈ Ω̄ for some θ0 > 0;

(ii) H ∈ C0,α(Ω× R) is bounded, with sup |H| 6 Λ.

Then the variational problem has a C2,α(Ω̄) solution and there is
θ = θ(Λ,Ω, θ0, ϕ) > 0 such that

|∇u(x)| 6 1− θ, x ∈ Ω̄.

Remark: this was improved (and precised) by
Corsato-Obersnel-Omari-Rivetti in W 2,r for an L∞ curvature.
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Derivation of the Euler Lagrange equation

Consider the basic problem of minimizing

ˆ
Ω
L(∇v(x)) dx

where L is smooth and convex. Since for a minimizer u
1

ε

ˆ
Ω

(L(∇(u(x) + εη))− L(∇u(x))) dx > 0,

we expect that (whenever we can justify the convergence)ˆ
Ω

(∇L(∇u(x)) · ∇η(x)) dx = 0.

The convergence is somehow automatic on the set

∇L(∇u(x)) · ∇η(x) > 0

but not on its complementary because we usually miss the
information thatˆ

Ω
|∇L(∇u(x)) · ∇η(x)| dx <∞.



Derivation of the Euler Lagrange equation

Theorem [Degiovanni and Marzocchi]

Assume that L is convex, differentiable and defined on RN , but
without any upper growth conditions. Then the Euler Lagrange
equations holds, namely

ˆ
Ω

(∇L(∇u(x)) · ∇η(x)) dx = 0.

for arbitrary compactly supported smooth η.

Remarks:
- this result was extended by Cellina to variations which are not
necessarily regular.
- in the scalar case, Marcellini proved W 2,2

loc regularity



Derivation of the Euler Lagrange equation

The volume integral

I(u) =

ˆ (
1−

√
1− |∇u|2

)
dx

is weakly lower semi-continuous by convexity but not C1

0 0,25 0,5 0,75 1

-0,25

0,25

0,5

0,75

1

1,25

It cannot be extended in a convex way.



Derivation of the Euler Lagrange equation

We have a scalar dependence on the gradient but we have to deal
with the restriction

|∇u(x)| 6 1

which is not enough to controle

ˆ
Ω

(
|∇u(x)|2√

1− |∇u(x)|2

)
dx.

Also, we can only take the variations η satisfying (for small t > 0)

|∇(u(x) + tη(x))| 6 1

i.e.
∇u(x) · ∇η(x) < 0

whenever |∇u(x)| = 1.
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Connection to obstacle problems and free

boundaries ?

In the problem of elastoplasticity, the convex constraint on the
gradient

|∇u(x)| 6 1

is replaced by adequate obstacles

u− 6 u(x) 6 u+

See e.g. Brezis-Sibony and further developments.

Can we do that in this framework ?

Then the Euler-Lagrange equation is satisfied outside the free
boundary, see e.g. Caffarelli-Friedman.
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General sources

Consider the Maxwell-Born-Infeld equation with source
−div

(
∇φ√

1− |∇φ|2

)
= ρ, x ∈ RN ,

lim
|x|→∞

φ(x) = 0.
(BI)

where N > 3.

We look for a solution in weak sense in the space

X :=
{
u ∈ D1,2(RN ) : ∇u ∈ L∞(RN ) and ‖∇u‖L∞ 6 1

}
assuming ρ ∈ X ? (which includes Radon measures).



General sources

Theorem [B., D’Avenia, Pomponio, CMP 2016]

There is a unique solution ϕ in weak sense, namely for all
ψ ∈ X ∩ C∞c (RN ), we have

ˆ
RN

|∇ϕ|2√
1− |∇ϕ|2

dx−
ˆ
RN

∇ϕ · ∇ψ√
1− |∇ϕ|2

dx 6 〈ρ, ϕ− ψ〉.

which implies

|∇ϕ|2√
1− |∇ϕ|2

∈ L1(RN ) and µL({x ∈ RN | |∇ϕ| = 1}) = 0.

BE AWARE :

µL({x ∈ RN | |∇ϕ| = 1}) = 0 6⇒ ϕ is a weak solution of the PDE !!!



General sources

I(u) =

ˆ
RN

(
1−

√
1− |∇u|2

)
dx− 〈ρ, u〉

Cases completely solved:

Theorem [B., D’Avenia, Pomponio]

If ρ is radially symmetric or locally bounded, then the minimizer uρ
of I, is a weak solution of the PDE.

In the radial situation, we have enough test functions
(one-dimensionality greatly helps).

In the locally bounded case, we use Bartnik-Simon local regularity.



Point charges

ρ =

n∑
k=1

akδxk , I(u) =

ˆ
RN

(
1−

√
1− |∇u|2

)
dx−

n∑
k=1

aku(xk)

Theorem [Kiessling],[B.-D’Avenia-Pomponio]
• uρ is a distributional solution of (P ) in RN \ {x1, . . . , xn}, i.e.

ˆ
R3

∇uρ · ∇v√
1− |∇uρ|2

dx = 0 for all v ∈ C∞c (RN \ {x1, . . . , xn});

• uρ ∈ C∞(RN \ Γ) ∩ C(RN ), Γ :=
⋃
k 6=j xkxj ;

• |∇uρ| < 1 in RN \ Γ and uρ is classical solution of (P ) in
RN \ Γ;

• for k 6= j either uρ is classical solution on xkxj or

uρ(txk+(1−t)xj) = tuρ(xk)+(1−t)uρ(xj) for all t ∈ (0, 1).



Assymptotic behaviour around the charges

For the Born-Infeld equation, an isolated singularity is removable or

Theorem [Ecker]

For every k = 1, . . . , n,

(i) there exists lim
h→0+

u%(hx+ xk)− u%(xk)
h

=: `+x (xk) for every

direction x and |`+x (xk)| = 1;

(ii) xk is a relative strict minimizer (resp. maximizer) of u% if
ak < 0 (resp. ak > 0).



Point charges

Theorem [Kiessling],[B.-D’Avenia-Pomponio]

• If ak · aj > 0, uρ is a classical solution on int(xkxj);

• ∃ σ = σ(x1, . . . , xn) > 0 s.t. if

max
k=1,...,n

|ak| < σ,

uρ is a classical solution in RN \ {x1, . . . , xn};
• ∃ τ = τ(a1, . . . , an) > 0 s.t. if

min
16k 6=j6n

|xk − xj | > τ,

uρ is a classical solution in RN \ {x1, . . . , xn}.

In all these cases, uρ ∈ C∞(RN \ {x1, . . . , xn}), |∇uρ| < 1 in
RN \ {x1, . . . , xn}, and limx→xk |∇uρ(x)| = 1.



Quantitative

sufficient condition

Theorem [B., Colasuonno, Földes, preprint 2017]

Let K+ := {k : ak > 0} and K− := {k : ak < 0}. If

(•) CN

[( ∑
k∈K+

ak

) 1
N−1

+
(
−
∑
k∈K−

ak

) 1
N−1

]
< min

16j 6=`6n
|xj − x`|,

CN :=
(

N
ωN−1

) 1
N−1 N−1

N−2 , then |∇uρ| < 1 in RN \ {x1, . . . , xn},
uρ ∈ C(RN ) ∩ C∞(RN \ {x1, . . . , xn}), and uρ is classical solution in
RN \ {x1, . . . , xn}.

For two opposite-sign charges we have a better result by using comparison

principle and the radial symmetry of the solution with one charge.

Condition (•) is not sharp, we can prove a more precise (but less explicit)
sufficient condition where CN is given by an ugly formula.
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Approximated BI equation

• Maxwell’s equation for E in the vacuum is formally a first-order
approximation of Born-Infeld equation

• [D.Fortunato, L.Orsina, L.Pisani, 2002] introduced a
second-order approximation to obtain a finite energy solution in
the case ρ ∈ L1(R3)

• [Kiessling],[B.-D’Avenia-Pomponio] study higher-order
approximations : the Lagrangian density can be written as the
following series

1−
√

1− |∇u|2 =
∞∑
h=1

αh
2h
|∇u|2h, αh =

(2h− 3)!!

(2h− 2)!!
> 0, |∇u| 6 1

and consequently the operator can be seen as

−Q(u) = −
∞∑
h=1

αh∆2hu



Approximated BI equation

Let m ∈ N. We consider the problem

(Pm)

{
−
∑m

h=1 αh∆2hu =
∑n

k=1 akδxk in RN ,
lim|x|→∞ u(x) = 0

in the space X2m := C∞c (RN )
‖·‖X2m endowed with

‖u‖X2m
:=
[ ˆ

RN

|∇u|2dx+
(ˆ

RN

|∇u|2mdx
)1/m]1/2

• For 2m > max{N, 2∗}, 2∗ = 2N
N−2 : X2m ↪→ C0,βm

0 (RN ),

where βm := 1− N
2m and

C0,βm
0 (RN ) := {v ∈ C0,βm : lim

|x|→∞
u(x) = 0} ⊂ C0(RN )

⇒ ρ =
∑n

k=1 akδxk ∈(C0(RN ))∗ ⊂ (C0,βm
0 (RN ))∗ ⊂ (X2m)∗



Convergence

Big advantage: the operator in (Pm) is not singular at finite
value of the gradient

Is (Pm) a good approximation of (P )?

Associated functional

Im(u) :=

m∑
h=1

αh
2h

ˆ
RN

|∇u|2hdx−
n∑
k=1

aku(xk) for all u ∈ X2m.

Now u ∈ X2m weak solution of (Pm) ⇔ um is a critical point of Im

[Kiessling],[B.-D’Avenia-Pomponio]

Let 2m > max{N, 2∗}. Then,

• Im has one and only one critical point um, a minimizer;

• um ⇀ uρ in X2m and the convergence is uniform in compact
sets of RN .



Regularity

Theorem [B., Colasuonno, Földes]

Let 2m > max{N, 2∗}. Then,

um ∈ C0,βm
0 (RN ) ∩ C∞(RN \ {x1, . . . , xn}).

∗ [Lieberman, 1988] + linearization + bootstrap;

∗ Regularity results on inhomogeneous operators of the form
∆p + ∆q by Marcellini, Acerbi, Mingione do not apply:
they have p and q close enough, while we need to let m→∞.
We strongly use the fact that αh > 0 for all h and that in the
operator sum there is also the Laplacian;

∗ limm→∞ βm = 1 in accordance with the aim that the
solutions of (Pm) should approximate solutions of (P ).



Qualitative properties

Theorem [B., Colasuonno, Földes]

Let 2m > max{N, 2∗}, and k = 1, . . . , n. Then

lim
x→xk

um(x)− um(xk)

|x− xk|
2m−N
2m−1

= Km

for some Km = Km(ak, αm, N) ∈ R such that Km · ak < 0.

• blow up argument (for the gradient) + Riesz potential
estimates [Baroni, 2015]

• um behaves near the singularities like the fundamental
solution of the ∆2m [Serrin - improvement of Veron &

Kichenassamy]

• Km = −sign(ak)
2m−1
2m−N

(
|ak|

N |B1|αm

) 1
2m−1

and so

limm→∞Km = −sign(ak).



Consequences

(i) limx→xk
|∇um(x)|

|x−xk|
1−N
2m−1

= K ′m, with K ′m := 2m−N
2m−1 |Km|;

(ii) xk is a relative strict maximizer (resp. minimizer) of um if
ak > 0 (resp. ak < 0).

• (II) is an easy consequence of the fact that Km · ak < 0. We
find the same nature of the singularities of uρ ;

• limm→∞K
′
m = 1, and so

lim
m→∞

|∇um(x)| ∼ 1 for x close to xk,

in accordance with |∇uρ| → 1 as x→ xk.
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Regularity of the minimizer

It is well known that the solution of Poisson’s equation

−∆u = ρ,

is C1,α
loc as soon as ρ is an admissible data (say ρ ∈ L2∗(RN ) with

2∗ := 2N
N+2) and ρ ∈ Lp with p > N .

What about the BI model ?

When ρ = 1/|x|α, we recover the same threshold p > N so the
result cannot be true with p 6 N .



Regularity of the minimizer

Theorem [B., Iacopetti]

Assume that p > 2N .

• If ρ ∈ Lp(RN ) ∩ L2∗(RN ), then uρ ∈W 2,2
loc (RN ).

• There exists a constant c = c(N, p) such that for any
ρ ∈ Lp(RN ) ∩ L2∗(RN ) satisfying |ρ|p + |ρ|2∗ ≤ c then uρ is a
weak solution of the PDE, it is strictly spacelike and
u ∈ C1,γ

loc (RN ), for some γ ∈ (0, 1).

Difficulties :

• The ”linearly frozen” operator is not uniformly elliptic

• No regularity theory available except if ρ ∈ L∞

• We are even not sure that the minimizer is a weak solution

• We combine
- revisited gradient estimates of Bartnik-Simon
- Mingione’s regularity results (using Riesz potential)
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