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Information-theoretic measures are employed to describe the course of a three-center chemical reaction in
terms of detecting the transition state and the stationary points unfolding the bond-forming and bond-breaking
regions which are not revealed in the energy profile. The information entropy profiles for the selected reactions
are generated by following the intrinsic-reaction-coordinate (IRC) path calculated at the MP2 level of theory
from which Shannon entropies in position and momentum spaces at the QCISD(T)/6-311++G(3df,2p) level
are determined. Several complementary reactivity descriptors are also determined, such as the dipole moment,
the molecular electrostatic potential (MEP) obtained through a multipole expansion (DMA), the atomic charges
and electric potentials fitted to the MEP, the hardness and softness DFT descriptors, and several geometrical
parameters which support the information-theoretic analysis. New density-based structures related to the bond-
forming and bond-breaking regions are proposed. Our results support the concept of a continuum of transient
of Zewail and Polanyi for the transition state rather than a single state, which is also in agreement with
reaction-force analyses.

Introduction

Theoretical studies of potential-energy surfaces, a subject of
increasing interest, have been performed at various levels of
sophistication in an attempt to understand the stereochemical
course of chemical reactions.1 Particular interest has been
focused on extracting information about the stationary points
of the energy surface. In the Born–Oppenheimer framework,
(i) minima on the N-dimensional potential-energy surface for
the nuclei can be identified with the classical picture of
equilibrium structures of molecules, and (ii) saddle points can
be related to transition states (TSs) and reaction rates. Since
the formulation of TS theory,2,3 a great effort has been devoted
to developing models to characterize TSs. This theory is
assumed to govern the height of a chemical reaction barrier, so
that any insight into the nature of the TS are likely to provide
deeper understanding of the chemical reactivity. Computational
quantum chemistry has sidestepped the inherent problems by
managing rigorous mathematical definitions of critical points
on a potential-energy hypersurface and hence assigned them to
equilibrium complexes or TSs. Within this approach, minima
and saddle points have been fully characterized through the first
and second derivatives of the energy (gradient and Hessian)
over the nuclei positions.4

Although critical points of the energy surface are useful
mathematical features for analyzing the reaction path, their

chemical or physical meaning remains uncertain.5 In the search
for providing with a more intuitive quantum chemical basis of
the mathematical saddle point, Shaik6 developed a general model
for the TS of a chemical reaction based on the valence-bond
theory (VB) through the avoided crossing state (ACS) or the
perfectly resonating state (PRS) of the VB configurations that
describe a chemical transformation.7 Considering that the TS
is a species which varies, geometrically and electronically, in a
continuous manner among the well-defined structures of reac-
tants, products, and potential intermediates, it would then be
important to obtain more chemically meaningful information
about the process in the vicinity of the TS, where the
ion-complex species involved in the chemical reaction exert
physically important phenomena such as bond breaking or bond
forming and charge depletion or charge accumulation. This
information would be of great value too in assessing whether
the ACS/PRS is located on the reaction profile which descends
from the saddle point along the reaction vector and in assisting
in the locating/designing of PRSs which may enable to trace
on the pathways of the chemically meaningful potential hyper-
surface. With the advent of femtosecond time-resolved methods,
the aforementioned theories have turned out to be more relevant
at the present time.8 Femtochemistry techniques have been
applied to chemical reactions ranging in complexity from bond
breaking in diatomic molecules to dynamics in larger organic
and biological molecules, providing new insight into the
understanding of fundamental chemical processes. Therefore,
it seems that, in order to explain the experimental results of the
femto-techniques, it will be necessary to complement the
existing chemical reactivity theories with electronic density
descriptors of the events that take place in the vicinity of the

* Corresponding author. E-mail: esquivel@xanum.uam.mx.
† Universidad Autónoma Metropolitana-Iztapalapa.
‡ Departamento de Fı́sica, Universidad de Granada.
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TS region, wherein the chemical bonds are actually being
formed or destroyed.

In connection with the above, there are a number of studies
in the literature which have employed density descriptors to
study either the TS structure or to follow the course of the
chemical reaction path. For instance, Shi and Boyd9 performed
a systematic analysis of model SN2 reactions in order to study
the TS charge distribution in connection with the Hammond-
Leffler postulate. Bader et al. developed a theory of reactivity
based solely on the properties of the charge density by
employing the properties of the Laplacian of the density, so as
to align the local charge concentrations with regions of charge
depletion of the reactants by mixing in the lowest-energy excited
state of the combined system to produce a relaxed charge
distribution corresponding to the transition density.10 By study-
ing the time evolution of a bimolecular exchange reaction,
Balakrishnan et al. showed that information-theoretic entropies
in dual or phase space rises to a maximum in a dynamical
study.11 Following the course of two elementary SN2 reactions,
Ho et al. showed that information-theoretic measures were able
to reveal geometrical changes of the density which were not
present in the energy profile although the TS was not apparent
from the study.12 In an attempt to build a density-based theory
of chemical reactivity, Knoerr et al.13 reported correlations
between features of the quantum-mechanically determined
charge density and the energy-based measures of Shaik and
collaborators to describe the charge transfer, stability, and charge
localization accompanying an SN2 reaction.14 Moreover, Ta-
chibana15 was able to visualize the formation of a chemical bond
of selected model reactions by using the kinetic energy density
nT(r) to identify the intrinsic shape of the reactants, the TS,
and the reaction products along the course of the IRC. The
reaction force of a system’s potential energy along the reaction
coordinate has been employed to characterize changes in the
structural and/or electronic properties in chemical reactions.16

In recent years, there has been an increasing interest in
applying information-theory (IT) measures to the electronic
structure of atoms and molecules;17 however, it has not been
clearly assessed whether information-theoretic measures are
good descriptors for characterizing chemical reaction parameters,
that is, the stationary points of the IRC path (the TS and the
equilibrium geometries of the complexes species) and the bond
breaking/forming regions. Recently, significant advances have
been achieved with information-theoretic analyses which allow
a phenomenological description of the course of two elementary
chemical reactions by revealing important chemical regions that
are not present in the energy profile such as the ones in which
bond forming and bond breaking occur.18a Furthermore, the
synchronous reaction mechanism of a SN2 type chemical
reaction and the nonsynchronous mechanistic behavior of the
simplest hydrogen-abstraction reaction were predicted by use
of Shannon-entropies analysis.18b

Experimental and theoretical evidence have recognized the
importance of sylilene, SiH2, in silicon -hydride chemistry. This
molecule is an important reactive intermediate in the thermal19

and photochemical decomposition20 of silicon hydrides such as
silane and disilane. Besides, the reactions of silylene are also
of interest because they serve as a model for gas-phase acid/
base chemistry. For instance, silylene insertion reactions, SiH2

+ HsY, have produced a significant amount of experimental21

and theoretical22 data. The insertion reactions of silylene have
been considered as test systems for comparison of the accuracy
of various levels of quantum-chemical calculations against
kinetic and thermochemical data.23

The purpose of the present study is to follow the IRC path
of the simplest silylene insertion reaction, SiH2 + H2, to unveil
those elementary transformations which may provide with
additional insight into the chemical characterization of a three-
center insertion reaction. The motivation for the study is three-
fold: (i) the recent advances on Shannon-entropies analysis in
predicting chemical processes which are largely invisible for
the standard energetic ones,18 (ii) the inherent difficulties that
this type of reactions pose of being highly unsymmetrical and
with very low-energy barriers, and (iii) to provide with a
information-theoretic characterization for the two-step
electrophilic-nucleophilic mechanism proposed for the silylene
insertion reaction. The above will be attempted by use of
Shannon entropies in position and momentum spaces calculated
from molecular densities at the IRC obtained at high levels of
theory. In order to characterize the critical points of the
entropies, several charge density descriptors will be employed,
such as the molecular electrostatic potential (MEP), multipole
analysis (DMA), atomic electric potentials and charges fitted
to the MEP, dipole moments, geometrical parameters and
reactivity parameters of conceptual density functional theory
(DFT), such as the hardness and the softness.

Theoretical Details

Throughout the study, we will employ Shannon information
entropies in conjugated spaces, along with several physical
descriptors commonly used in theoretical chemistry, which will
be defined in this section.

The information-theoretic quantities under study are the
Shannon entropies in position and momentum spaces24 defined
as

and

respectively, where F(r) and γ(p) denote the molecular electron
density distributions in the position and momentum spaces, each
duly normalized to unity. The Shannon entropy in position space
Sr behaves like a measure of delocalization or lack of structure
of the electronic density in the position space, and hence, Sr is
maximal when knowledge of F(r) is minimal. The Shannon
entropy in momentum space Sp is largest for systems with
electrons of higher speed and is smaller for relaxed systems
where kinetic energy is low. Entropy in momentum space Sp is
closely related to Sr by the uncertainty relation of Bialynicki-
Birula and Mycielski,25 which shows that the entropy sum ST

) Sr + Sp is a balanced measure and cannot decrease arbitrarily.
For one-electron atomic systems, it may be interpreted as
follows: the localization of the electron’s position results in an
increase of the kinetic energy and a delocalization of the
momentum density, and conversely.

The MEP represents the molecular potential energy of a
proton at a particular location near a molecule,26 at nucleus A
for example. Then, the electrostatic potential, VA, is defined as

Sr ) -∫ F(r) ln F(r) d3r (1)

Sp ) -∫ γ(p) ln γ(p) d3p (2)

VA ) (∂Emolecule

∂ZA
)

N,ZB*A

) ∑
B*A

ZB

|RB - RA|
- ∫ F(r) dr

|r - RA|

(3)
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where F(r) is the molecular electronic distribution and ZA is
the nuclear charge on atom A, located at RA. Generally speaking,
a negative electrostatic potential corresponds to the attraction
of the proton by the concentrated electron density in the
molecules from lone pairs, pi-bonds, and so forth (colored in
shades of red in standard contour diagrams). A positive
electrostatic potential corresponds to repulsion of the proton by
the atomic nuclei in regions where low electron density exists
and the nuclear charge is incompletely shielded (colored in
shades of blue in standard contour diagrams).

The most popular methods for extracting charges from
molecular wave functions are based on fitting of the atomic
charges to the MEP computed with ab initio methods. The
charge fitting procedure consists of minimizing the root-mean
squared deviation between the coulombic potential generated
by the atomic charges and the MEP. These nonbonded electric
(atomic) potentials (EP) along with the fitted atomic charges
(qi) will be employed throughout the study by use of the
CHELPG method.27

By employing a proper partitioning scheme for the charge
density, one can place centers throughout the molecule so that
the charge density can be analyzed in their vicinity. Thus, the
charge distribution around the centers gives rise to multipoles
at those centers, that is, an overall charge at the center, a dipole,
a quadrupole, and so forth. A multipole expansion can then be
used to predict the electrostatic potential at any location in space,
and the methodology to achieve this is called the DMA,28 which
we have also employed for our chemical reaction study.

We have also evaluated some reactivity parameters that may
be useful to analyze the chemical reactivity of the processes.
Parr and Pearson proposed a quantitative definition of hardness
(η) within conceptual DFT:29

where µ )((∂E)/(∂N))ν(r) is the electronic chemical potential of
an N-electron system in the presence of an external potential
ν(r), E is the total energy, and S is called the softness within
the context of DFT. By using the finite difference approximation,
eq 4 would be

where EN, EN-1, and EN+1 are the energies of the neutral,
cationic, and anionic systems, respectively and I and A are the
ionization potential (IP) and electron affinity (EA), respectively.
Applying Koopmans’ theorem,30 eq 4 can be written as:

where ε denotes the frontier molecular orbital energies. It is
worth mentioning that the factor 1/2 in eqs 4-6 was put
originally to make eq 4 symmetrical with µ ) ((∂E)/(∂N))ν(r) )
(I + A)/2, although it has been recently disowned.31 In general
terms, hardness and softness are good descriptors of chemical
reactivity; the former measures the global stability of the
molecule (larger values of η means less reactive molecules),
whereas the S index quantifies the polarizability of the mol-
ecule.32 Thus, soft molecules are more polarizable and possess

predisposition to acquire additional electronic charge.33 The
chemical hardness η is a central quantity for use in the study of
reactivity and stability, through the hard and soft acids and bases
principle.34 A comprehensive review on hardness has been
recently published by Ayers.35

Results and Discussion

The electronic-structure calculations performed in the present
study were carried out with the Gaussian 03 suite of programs.36

The geometrical parameters for the TS were calculated by means
of the synchronous transit-guided quasi-Newton (STQN) method
at the MP2/6-31G(d,p) level followed by a vibrational-frequency
calculation to verify the existence of the saddle point of the
first order; this was done at the same level of theory through
the second derivatives of the energy calculated analytically.
Then, the intrinsic reaction path for the three-center insertion
reaction SiH2 + H2f SiH4 was obtained at two different levels
of theory, the MP2/6-31G(d,p) and the CISD/6-311++G(d,p)
ones, which produced an IRC path (IRCP) of 72 and 53 points,
respectively, evenly distributed among the IRCP. Then, a higher
level of theory and a well-balanced basis set (with diffuse and
polarized functions) were chosen for determining all the
properties for the chemical structures corresponding to the IRCP.
Thus, the QCISD(T) method will be employed in addition to
the 6-311++G(d,p) basis set, unless otherwise stated. The
hardness and softness chemical parameters were calculated by
use of eq 6, and the standard hybrid B3LYP functional.
Molecular frequencies corresponding to the normal modes of
vibration depend on the second derivatives of the energy
(Hessian matrix) at the nuclei positions of the stationary points.
The eigenvalues of the Hessian for the normal mode associated
with the TS (possessing an imaginary frequency) were deter-
mined analytically for all points of the IRC path at the MP2
level of theory. The molecular information entropies in position
and momentum spaces for the IRC path were obtained by
employing software developed in our laboratory along with 3D
numerical integration routines37 and the DGRID suite of
programs.38 The bond breaking/forming regions along with
electrophilic/nucleophilic atomic regions were calculated through
the MEP and DMA analyses by use of MOLDEN.39

It has been proposed40 that the silylene insertion reaction into
hydrogen occurs in two stages: a three-center bond is formed
through the electrophilic attack from the silylene to the HsH
molecule followed by a nucleophilic interaction from the HsH
to the silylene. In molecular orbital terminology, the electrophilic
step is due to the interaction of the unoccupied π*-type p orbital
on the Si of silylene with the σ HsH orbital followed by a the
nucleophilic step corresponding to the interaction between the
occupied σ -type lone pair (lp) of silylene and the HsH σ*
antibonding molecular orbital.22 One of the goals of the present
study is to verify the elctrophilic/nucleophilic stages of the
reaction through the phenomenological description of the IRCP
for the silylene insertion reaction into the hydrogen molecule
(SIRH).

Because a significant number of theoretical studies have been
devoted to insertion reactions of silylene,22,23,41 we found it useful
to take advantage of the experience gained through these studies
in order to choose a good methodology and basis set which
could describe properly all the observed features of the SIRH
at low computational cost. These can be summarized as follows:
(i) the calculated barrier heights are generally found to be in
good agreement with the experimental value42 of 1 kJ/mol as
larger basis are employed and correlation is included and (ii) a
loose cluster (prereaction complex) with a shallow minimum

η ) 1
2S

) 1
2(∂µ

∂N)V(r)
(4)

η ) 1
2S

≈ (EN+1 - 2EN + EN-1)/2 ) (I - A)/2 (5)

η ) 1
2S

≈
εLUMO - εHOMO

2
(6)
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has been reported to exist along the reaction path toward the
reactants region.22,23 Because it has been reported that the MP2/
6-31G(d,p) methodology predicts the SisX bond lengths in
good agreement with experiment and possesses the above-
mentioned features, we have chosen this combination of theory
and basis set in order to generate the TS structure and calculate
the IRC to analyze the chemical phenomena that molecules exert
along the course of the SIRH. Once the IRCP is generated, all
the chemical structures (72 for the IRCP at the MP2 level) are
recalculated at the QCISD(T) level of theory in a basis-set that
includes polarized as well as diffuse functions. This choice
permits to report physical/chemical descriptors at a higher level
of theory but within the chemical frame (IRCP) that provides
the well studied MP2/6-31G(d,P) methodology as we mentioned
before. The whole computational strategy is represented at the
QCISD(T)/6-311++G(d,p)//MP2/6-31G(d,p) method.

In Table 1, we have reported some of the geometrical
parameters which characterize those structures in the stationary
points of the PES, that is, the prereactive complex (PRC) and
the TS. Selected values reported in the literature are also
included for comparison purposes. The atom numbering cor-
responds to that of Figure 1. The comparison of the geometrical
values reported in Table 1 shows a very good agreement for
the different methodologies. Values for the energy values and
barrier heights seem to be more dependent on the choice of the
method and basis set. For the purposes of our study, we may
anticipate that it is not necessary to perform state-of-the-art
calculations with regard to electron correlation because we are
not focused in obtaining accurate energy values but in making
a phenomenological description of the reaction in a qualitative
manner.

The corresponding energy profile calculated at the QCISD(T)/
6-311++G(d,p)//MP2/6-31G(d,p) level for the IRC of the SIRH
is depicted in Figure 2 along with the entropy sum (Sr + Sp)
obtained from eqs 1 and 2, and the conjugated Shannon entropies
in position and momentum spaces are depicted in Figure 3. It

is worth mentioning that we have performed similar TS and
IRC calculations at the CISD/6-311++G(d,p) level in order to
assess the reliability of our observations by determining whether
the new TS (geometrical parameters reported in Table 1) and
the corresponding IRCP may cause a significant change in the
entropies; we observe no significant differences in the shape of
the profiles though, other than a slight change in the quantitative
values for the entropies.

The general observation that we may note from Figure 2 is
that the energy and the entropy behave in an opposite way,
which is expected from a information-theoretic perspective; that
is, as IRC approaches the chemical structure associated with
the product, the energy approaches a minimum, whereas the
entropy tends to a maximumswhich corresponds to a highly
delocalized electronic distribution in the conjugated phase space.
Besides, both measures indicate the expected zones that we
mentioned before; that is, the more evident one is the TS at
around RX ≈ 0, which is characterized by the energy maximum

TABLE 1: Total Energies (E), Barrier Heights (∆E), and Geometrical Parameters of the PRC and the TS Calculated from
Different Methods: MP2/6-31(d,p) (First Row), CISD/6-311++G(d,p) (Second Row), QCISD/6-311G(d,p) from ref 23 (Third
Row), and B3LYP/6-311++G(3df,2pd) from ref 23 (Forth Row)a

E ∆Eb R(SisH1) R(SisH3) R(SisH4) R(H3sH4) A(H1sSisH2)

Stationary Point: PRC
-291.247 -15 1.501 1.895 1.811 0.777 96
-291.304 -6 1.506 1.935 1.865 0.779 95
-291.351 -28 1.509 1.936 1.859 0.783 95
-291.836 -32 1.513 1.870 1.778 0.805 95

Stationary Point:TS
-281.233 20 1.484 1.685 1.543 1.107 113
-291.289 32 1.479 1.669 1.524 1.163 113
-291.340 -1 1.479 1.661 1.522 1.117 110
-291.827 -7 1.484 1.647 1.522 1.140 110

a Total energies in hartrees, barrier heights in kJ/mol, distances in angstroms, and angles in degrees. b ∆E ) E(S) - E(reactants) where S
stands for PRC or TS. E(reactans) in Hartrees: SiH2(MP2), -290.0834; SiH2(CISD), -290.1331; H2(MP2), -1.1576; H2(CISD), -1.1684.

Figure 1. Stationary points of the PES along the Silylene insertion reaction into H2 corresponding with the prereaction complex (PRC), the TS
structure, and the product.

Figure 2. Total energy values (dashed line) in Hartrees and the
Shannon entropy sum (solid line) for the IRCP of SiH2 + H2 f SiH4

at the QCISD(T)/6-311++G//MP2/6-31G(d,p) level.
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and also by a noticeable inflection point in the entropy sum.
Furthermore, at the left side of the TS, the prereaction complex
is predicted in an similar way by both the energy and the entropy
sum. This is more evident by inspection of the PRC energy
barriers reported in Table 1, which are negative; that is, the
total energy for the reactants (SiH2 + H2) is above the energies
for both the PRC and the TS (the corresponding entropies for
the reactants are not reported, but they are below the ones for
the PRC and the TS). Therefore, the flat region at the beginning
of the IRCP corresponds to a local minimum for the energy
and a local maximum for the entropy sum. The region at the
right of the TS is also predicted by both quantities as we
discussed above in connection with its general behavior.
However, it is worth noting that aside of the global regions,
the entropy sum shows much more structure locally, which
might be associated with other chemical complexes and/or
physical processes not yet predicted on energetic grounds. This
will be discussed below in connection with the entropies in each
conjugated space and by use of several physical descriptors of
the density.

Shannon entropies in position and momentum spaces behave
in opposite ways and show interesting profiles as it may be
observed from Figure 3. The general feature that we may note
is the close resemblance between the entropy sum in Figure 2
and the one in momentum space which seems to be characterized
in a similar way, except for the fact that it is now possible to
link a physical energetic (kinetic) behavior along the course of
the IRCP; that is, as the reaction progresses, the kinetic energy
increases up to a point where the reaction product is reached.
However, it is interesting to note that several features for the
Sp measure along the IRCP are readily apparent: (i) the entropy
values oscillate at the region where the PRC predominates, (ii)
there is a local maximum at the TS vicinity, around RX ≈ -0.3,
(iii) there is a local minimum associated to the TS, (iv) an

inflection point is found at RX ≈ +1.0, and (v) thre is a local
maximum at the end of the IRCP.

On the side of the position-space entropy, we also find much
structure in all regions of the IRCP, and overall, as the reaction
progresses, the entropy tends to decrease, indicating a very
localized position density associated with the product which we
interpret as a highly stable chemical structure as compared with
the rest on the IRCP. As for the local behavior for the Sr, we
notice an overall opposite behavior as compared with that of
the momentum entropy. Again, several features can be noticed
from the Sr profile: (i) an oscillating behavior at the PRC region,
(ii) a pronounced minimum at the close vicinity of the TS,
around RX ≈ -0.5, (iii) an inflection point before the TS at RX

≈ -0.3, (iv) a local maximum associated with the TS, and (v)
an inflection point after the TS at RX ≈ -0.3. The obvious
question to ask is whether the above features for the Sr and Sp

are linked to physical processes or they are mere artifacts of
the electronic-structure calculations. In order to provide reason-
able answers to this, we will resort to a series of physical
descriptors discussed below, although it is useful to mention at
this point that similar features are observed at the two different
levels of theory, MP2 or CISD, as mentioned above. The
physical interpretation associated with the information-theoretic
analysis of the conjugated entropies and their local features
aforementioned will be provided later, as soon as we establish
some links with chemical concepts and physical processes.

We will proceed to describe the course of the SIRH reaction
based on the findings of previous work published by several
auhors.22,23,40,43 Accordingly, the reaction proceeds as follows
(numbering of Figure 1).

Stage I: as the hydrogen molecule approaches the silylene
molecule (reactants in Figure 1), a three-center interaction takes
place through the electrophilic attack from the silylene (π*-
type p MO) to the H3sH4 (σ bonding MO) molecule and the
PRC complex is formed (see Figure 1), which is energetically
stable through a chemical structure which depicts (see Table 1)
a more favorable interaction with one of the hydrogen atoms,
H3 in this case, as the other one (H4) is getting loose because
of its repulsive interaction with the internal hydrogens in the
silylene molecule.

Stage II: as the reaction proceeds, a competition to form the
new bond (SisH3) is established between the three centers. This
competitive interaction causes strong vibrational effects among
all the centers, which is reflected through an oscillatory behavior
of the interactomic distances and the internal angle (H1sSisH2)
at -2.3 < RX < -1.0.

Stage III: at the end of the last stage, (RX ≈ 1.0), the new
bond starts forming, and the R(SisH3) distance gets shorten
while the bond breaking process of the H2 molecule begins. At
the end of this stage (RX ≈ -0.5), the SisH3 bond-forming
process has been completed while the bond-cleavage process

Figure 4. Density-based structures BFS-H3, BFS-H4, and BCS for the SIRH.

Figure 3. Shannon entropies in position (solid line) and momentum
(dashed line) spaces for the IRP of SiH2 + H2 f SiH4 QCISD(T)/6-
311++G(d,p)
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gets finished. Bond-forming and bond-cleavage structures (BCS
and BFS, respectively) are linked to the process (see Figure 4).

Stage IV: as the internal dihedral angle (H3-Si-H2-H1) gets
larger the TS structure (Figure 1) is reached (Rx ) 0) at the
expense of increasing the electrostatic interactions by relaxing
the structure and delocalizing its corresponding electronic
distribution.

Stage V: as the reaction progresses, within 0 < RX < +1, the
nucleophilic interaction from the remaining H3sH4 molecule
(σ* antibonding MO) to the silylene (σ-type lp MO) causes the
increase of the internal angles H1sSisH2 and H3sSisH2sH1

while a trigonal pyramid is formed with the H4 atom at the apex
and the rest of the hydrogen atoms at the corners of the trigonal
base (Cs to C3V transformation). At RX ≈ +1, the dihedral angle
reaches its maximum distortion (180°), and the internal system
(H3sSisH2sH1) turns into a planar structure; this is when the
second bond between the Si and the H4 atoms is formed. Hence,
a BFS is linked to the process (see Figure 4).

Stage VI: At RX > +1, the dihedral angle becomes negative
and gets shorten in such a way that hydrogens in the trigonal
base flip like an inverting umbrella to an alternative identical
structure by causing a change in chirality. At the final course
of the SIRH (RX ≈ +2), the new molecule (SIH4) reaches its
typical tetrahedral geometry. However, troughout the course of
the reaction, the molecule built up such an amount of kinetic
energy (KE) that, in order to become energetically stable, the
accumulated KE gets liberated at the ending stage of the IRCP,
and then, a pyramidal inversion of the tetrahedron occurs (see
Figure 5).

The first part of the hypothesis considers a phenomenological
description of the SIRH based on density-based criteria by
incorporating new BFSs (BFS-H3 and BFS-H4) and a BCS into
the sequence of energy-based structures to fully explain the
course of the reaction. This proposal is represented in Figure 4
and is supported by evidence obtained from several sources by
employing density descriptors and reactivity criteria, and this
will be presented next in connection with the above-mentioned
process.

Phenomenological description of SIRH according to energy
and density related properties and reactivity parameters are as
follows (numbering of Figure 1).

Stage I (PRC existence): this is an energy-based structure
which is revealed by the PES, and its geometrical parameters
are reported in Table 1 by use of several methodologies.

Stage II (three-center oscillatory behavior): this is revealed
through Figures 6-10, where several geometry and density
descriptors are depicted, starting at the PRC region (RX ≈ -2.3)
up to RX ≈ -1.0. In Figure 6, we have plotted the bond distances
for SisH3 and SisH4 along with the internal angle H1sSisH2,
where the oscillatory behavior is witnessed by these geometrical
parameters. The oscillatory behavior is also observed at the same
region through the dipole moment (Figure 7), the atomic charges

(Figure 8), the atomic electric potentials of the hydrogen atoms
(Figure 9), and for the silicon atom (Figure 10).

Stage III (bond forming SisH3 and bond-cleavage H3sH4

regions): at the end of the last stage (RX ≈ -1.0), the SisH3

bond starts forming, and the H3sH4 bond starts breaking; this
is witnessed by several descriptors. For instance, the internal

Figure 5. Pyramidal inversion at the end of the IRCP for the SIRH.

Figure 6. Internal angle H1sSisH2 (solid line) in degrees and bond
distances R2(SisH3) (dotted line) and R1(SisH4) (dashed line) in
angstroms for the SIRH at the QCISD(T)6-311++G//MP2/6-31G(d,p)
level.

Figure 7. Internal angle H1sSisH2 (solid line) in degrees and dipole
moment (dashed line) in debyes for the SIRH at the QCISD(T)6-
311++G//MP2/6-31G(d,p) level.

Figure 8. Atomic charges for the Si (black), H1/H2 (green), H3 (blue),
H4 (red) atoms for the SIRH at the QCISD(T)6-311++G//MP2/6-
31G(d,p) level.
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angle starts increasing rapidly at RX ≈ -1.0 (Figure 6), and the
dipole moment increases at the same region and reaches a
maximum at RX ≈ -0.5 where the SisH3 bond gets formed
and the H3sH4 gets broken, which means that the corresponding
BFS-H3 is highly polarized and hence chemically reactive as
compared with the molecules at its vicinity. This is in agreement
with the atomic charges, depicted in Figure 8, which increase
positively for the hydrogen atoms, whereas for the silicon atom,
one increases negatively at RX ≈ -1.0. Both are showing

maxima and minima, respectively, at RX ≈ -0.5, where the
bond-forming and bond-breaking is completed; that is, at this
region, the atoms get their maximum polarization. Another
descriptor that proves these regions is the atomic electric
potential (PE), depicted for the hydrogen atoms in Figure 9 and
for the silicon atom in Figure 10. At RX ≈ -1.0, the PE of the
hydrogen atoms increases (negatively), and for the silicon atom,
it decreases (negatively), indicating that the bond forming/
breaking process has initiated up to a critical point where all
the PE values are extremum, exactly at the region where the
processes get completed, at RX ≈ -0.5. Again, the PE behavior
is in agreement with the other descriptors in that at the region
of highest polarization, the electric potential difference (maxi-
mum to minimum) is the largest; that is, whereas for the Si
atom its capacity to acquire charge is minimal (with an atomic
negative charge being maximal, see Figure 8), the capacity of
the H3 atom to acquire charge is maximal (with an atomic
negative charge being minimal). This electrostatic situation
marks the end of the bond rupture and the bond forming and
indicates the existence of the bounded complex BFS-H3 and
the BCS that, in this case, coincide in the same structure because
this chemical step is concerted.

Therefore, we will assigne the BFS and the BCS at the
maximum potential difference. In Figures 11 and 12, we present
contour diagrams for the DMA analysis through sequences of
selected frames, to show the MEP regions through a multipole
expansion. Again, the bond-forming process at onset of the RX

≈ -1.0 region is clearly shown in Figure 11 through the
electrophilic/nucleophilic regions to mimic the bonding process
pictorically. Furthermore, the bond-breaking process is vividly
represented in Figure 12 through a selected sequence of MEP
frames at the onset of the RX ≈ -0.5 region.

Stage IV (TS region): this is an energy-based critical point
which is obtained through the PES, and their geometrical data
are reported in Table 1 for several methods. Its existence is
clearly predicted by some density descriptors through extremum
values (Figures 6, 7, and 10). For instance, the bond distances
for the SisH atoms (Figure 6) clearly show maxima at RX ) 0,
and the dipole moment (Figure 7) shows a minimum value,
whereas the PE of the silicon atom (Figure 10) shows a local
minimum. That is, the dipole moment of TS structure is almost
null, which means that the TS is locally stable, not chemically
reactive, and with a not-polarizable electron density, corre-
sponding to a highly localized structure. At this point, the PE
of Si reaches a maximum, that is, maximal capacity to lose or
to acquire charge, and this is in agreement with its atomic charge
at RX ) 0 (see Figure 8), wherein it is almost neutral.

Figure 11. Sequence of DMA images showing the bond forming of SisH3 at the vicinity of RX ≈ -1.0. Blue contour lines depict nucleophilic
regions, and red contour lines depict electrophilic regions. DMA calculations for the SIRH at the QCISD(T)6-311++G//MP2/6-31G(d,p) level.

Figure 9. Electric atomic potentials fitted from the MEP for the H1/
H2 atom (red), H3 (blue), and H4 (green) for the SIRH at the
QCISD(T)6-311++G//MP2/6-31G(d,p) level.

Figure 10. Electric atomic potentials fitted from the MEP for Si atom
(green), H3 (blue), and H4 (red) for the SIRH at the QCISD(T)6-
311++G//MP2/6-31G(d,p) level.
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Stage V (bond-forming SisH4 region): as the reaction
progresses, within 0 < RX < +1.1, the nucleophilic interaction
from the H3 and H4 atoms to the silylene causes the increase of
the internal angles H1sSisH2 and H3sSisH2sH1 so as to
become a trigonal pyramid. At RX ≈ +1.1, the dihedral angle
reaches its maximum distortion (180°), and the internal system
(H3sSisH2sH1) turns into a planar structure; this is when the
second bond between Si and the H4 atom is formed. This process
is witnessed by several descriptors, for instance, the internal
angle H1sSisH2 in Figure 6 which reaches a maximum at a

region close to RX ≈ +1.1. At this point, the bond forming of
SisH4 is completed, and several descriptors clearly suggest the
existence of the BFS. Again, the dipole moment shows a
maximum at RX ≈ +1.1, meaning that this structure is highly
polarized and hence chemically reactive. The PE atomic values
indicate clearly the completion of the BFS by a maximal
potential difference; that is, whereas the Si atom shows a
maximum PE, the H4 atoms show a minimum, meaning a high
capacity for the Si atom to acquire charge, and this is indeed
the case because its atomic charge (Figure 8) tends to increase
positively, whereas the H4 atoms possess a minimal capacity to
acquire charge because their atomic charge is already at its
maximum extent (minimum in Figure 8). Again, this electrostatic
situation marks the end of the bonding process and indicates
the existence of a complete bounded complex, the BFS-H4.
Therefore, we will assign the BFS and the BCS at the maximum
potential difference. Finally, in Figure 13, we show contour
diagrams for the DMA analysis through sequences of selected
frames for the MEP regions through a multipole expansion.
Again, the bond-forming process at onset of the RX ≈ +1 region
is clearly shown through the electrophilic/nucleophilic regions
to mimic the bonding process pictorically. As the bond is
formed, the charge transfer from the Si atom to the hydrogens
H4 and H3 is clearly shown through the nucleophilic regions
for Si (blue contour lines) and the electrophilic ones for H4 and
H3 (red contour lines). This is in agreement with the atomic
charges (Figure 8) and the atomic PE (Figures 9 and 10), thus
corroborating the nucleophilic (to silicon) step of the reaction.

Figure 12. Sequence of DMA images showing the bond cleavage of H3sH4 at the vicinity of RX ≈ -0.5. Blue contour lines depict nucleophilic
regions, and red contour lines depict electrophilic regions. DMA calculations for the SIRH at the QCISD(T)6-311++G//MP2/6-31G(d,p) level.

Figure 13. Sequence of DMA images showing the bond forming of SisH4 (at the top of the frames) and the nucleophilic interaction from the
H3sH4 to the SiH2 at the vicinity of RX ) +1. Blue contour lines depict nucleophilic regions, and red contour lines depict electrophilic regions.
DMA calculations for the SIRH at the QCISD(T)6-311++G//MP2/6-31G(d,p) level.

Figure 14. Dihedral H3sSisH2sH1 angle in degrees for the SIRH at
the QCISD(T)6-311++G//MP2/6-31G(d,p) level. 14
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Stage VI (umbrella and pyramidal inversion at a chiral center):
at RX > +1, the dihedral angle becomes negative and gets shorten
in such a way that hydrogens in the trigonal base flip like an
inverting umbrella to an alternative identical structure by causing
a change in chirality. This is proved by the dihedral
H3sSisH2sH1 angle depicted in Figure 14 which flips at RX

≈ +1 clearly showing the umbrella inversion. At the final course
of the SIRH (RX ≈ +2), the new molecule (SIH4) reaches its
typical tetrahedral geometry. However, at the ending stage of
the IRCP, the accumulated KE gets liberated through a
pyramidal inversion of the tetrahedron. This phenomenon is
clearly shown in Figure 15 through an ad hoc dihedral angle
formed by X1sX2sSisH4 where X1 and X2 stand for dummy
atoms (see caption in Figure 15). The reactivity properties of
the chemical reaction are depicted in Figure 16, through the

softness values, eqs 5 and 6. From the figure, we noticed that
this chemical descriptor predicts all the regions of chemical
interest through local maxima at the onset of the BFS-H3 (RX

≈ -0.8), at the TS and at the BFS-H4 regions, thus associating
these zones with highly polarized structures, which is in
agreement with other descriptors discussed above. It is interest-
ing to note that, at the end of the IRCP, the softness as well as
the momentum entropy are able to predict the pyramidal
inversion of the chiral center at RX ≈ +2.

The second part of the hypothesis conforms a information-
theoretic phenomenological description of the SIRH based on
the Shannon measures, and the proof is straightforward.
According to Figures 2 and 3, we may verify that any single
critical point shown in the profiles of the entropies possess a
link with a physical descriptor (Figures 6-15), and hence, the
conjugated Shannon entropies are able to predict the entire
course of the reaction. This is relevant because we are now in
the position of proposing new density(entropy)-based structures
related to the bond-forming (BFS) and bond-breaking (BCS)
regions. Therefore, we report in Table 2 the geometrical data
for the structures BFS-H3, BFS-H4 and the BCS along with their
energies.

Finally, in Figure 17, we have depicted the Hessian eigen-
values for the transition vector, which clearly show the saddle-
point features of the TS structure and the oscillating behavior
of the reactive complex as the H2 approaches the SiH2 molecule.

Conclusions

We have been able to assess the utility for the information-
theoretic measures of the Shannon type to fully characterize
the silylene insertion reaction into hydrogen. The TS structure
as well as the rest of the stationary points were clearly predicted.
Besides, through these chemical probes, we were capable of
observing the basic chemical phenomena of bond breaking/
forming showing that the Shannon measures are sensitive in
detecting these chemical events. An important contribution from
the present study is the prediction of new BFSs (BFS-H3 and
BFS-H4) and the BFC which allows to fully explain the course
of the reaction.

Furthermore, the TS of a reaction is commonly identified by
the presence of a negative force constant for one normal
vibrational mode corresponding with an imaginary frequency.
However, the work of Zewail and Polanyi in TS spectroscopy
has led to the concept of a reaction having a continuum of
transient, a transition region rather than a single TS.8,44 It is
worth mentioning that the results of the present study show
indeed the existence of such a region between the BCER before
and after the TS. This is in agreement with reaction force, F(R)
studies,16 where the reaction force constant, κ(R), also reflects
this continuum, showing it to be bounded by the minimum and
the maximum of F(R), at which κ(R) ) 0.

This investigation suggests that other information-theoretic
analyses should be performed in order to make a comprehensive
study of the different measures. For instance, it is well-known
that the Shannon entropy describes the global features of the

Figure 15. Dihedral X1sX2sSisH4 angle in degrees for the SIRH at
the QCISD(T)6-311++G//MP2/6-31G(d,p) level. X1 and X2 stand for
dummy atoms the X1sX2sSi angle of which is zero and form a
perpendicular plane with the plane of the H3 and H4 atoms.

Figure 16. Shannon entropy in momentum space (solid line) and
hardness values (dashed line) in a.u. for the SIRH at the MP2/6-
31G(d,p)//B3LYP/6-311G level.

TABLE 2: Total Energies (E), Barrier Heights (∆E), and Geometrical Parameters for the BFS and the BCS Calculated at the
MP2/6-31(d,p) (First Row) and the CISD/6-311++G(d,p) (Second Row)a

density-based E ∆Eb R(SisH1) R(SisH3) R(SisH4) R(H3sH4) A(H1sSisH2)

BFS-H3/BCS -291.240 2.6 1.482 1.681 1.572 0.89 103.9
BFS-H4 -291.304 -165.4 1.466 1.539 1.462 1.947 118.7

a Total energies in aartrees, Barrier heights in kJ/mol, distances in angstroms, and angles in degrees. b ∆E ) E(S) - E(reactants) where S
stands for PRC or TS. E(reactans) in hartrees: SiH2(MP2), -290.0834; SiH2(CISD), -290.1331; H2(MP2), -1.1576; H2(CISD), -1.1684.
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distribution, whereas the so-called Fisher information describes
it locally.45 This is relevant in the context of chemical reactivity.
Investigations along the above-mentioned lines have been
initiated in our laboratories. This type of research might be
useful for people in the quest of developing a complementary
conceptual theory of the chemical reactivity along the lines
suggested many times by Shaik and co-workers.46 The more
chemically meaningful information about chemical processes,
the more reliable and accurate the theories we can access.
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