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I. INTRODUCTION 
The dramatic increase in the concentration of carbon dioxide (CO,) in the 
atmosphere since the industrial revolution of the mid-nineteenth century 
constitutes a chemical change of global proportions. This increase in a radia- 
tively active trace gas is the most obvious consequence of industrialization 
and is well documented (Houghton et al., 1996). Fossil fuel combustion and 
deforestation explain most of this long-term increase in atmospheric CO, 
concentration, yet the pathways and processes that determine the dynamics of 
the global carbon cycle remain largely unknown. For example, the ultimate 
fate of half of the anthropogenically released CO, is uncertain in that this 
‘missing sink’ may be in the terrestrial biosphere, the soil or the ocean, or 
some combination of all three (Schimel, 1995; Houghton et al., 1998). Such 
incomplete knowledge as well as uncertainties in the fluxes between parts of 
the system adds to the uncertainty in estimations of the present state of the 
global carbon cycle. Inadequate specification of the system also limits predic- 
tions about its response to natural and anthropogenic perturbations. 
Fortunately, long-term studies of gaseous exchanges between the biosphere 
and the atmosphere can help by filling knowledge gaps and building a 
stronger predictive capability. It is against this background that the 
EUROFLUX project was established: this chapter describes the methodology 
that is common to all partners within the programme. 

By definition, long-term studies of the exchange between the biosphere and 
the atmosphere require direct and continuous measurement of water vapour 
and CO, transfer. Micrometeorological methods such as eddy covariance offer 
a means to monitor directly the exchange of trace gases between the biosphere 
and the atmosphere (Moncrieff et al. (1997b). In this technique, eddies are 
sampled for their vertical velocity and concentration of scalar of interest (e.g. 
H,O or CO,). Averaging these recorded fluctuations in gas concentrations over 
a period of about 30 min yields the net amount of material being transported in 
the vertical above the surface. Swinbank (1951) proposed and tested the 
fundamental concepts of eddy covariance but the difficulties associated with 
instrumentation and data collection were not overcome until some three 
decades later. A number of systems have now been described in the literature 
(Lloyd et al., 1984; Businger, 1986; McMillen, 1988; Grelle and Lindroth, 
1996; Moncrieff et al., 1997a). This method was used to carry out flux 
measurement campaigns on increasing time-scales. The first campaigns were 
limited to 1 or 2 weeks. Reports of such experiments were presented, notably, 
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by Desjardins (1985) on maize, by Verma et al. (1986) on tallgrass prairie, by 
Valentini et al. (1991) on Mediterranean macchia, and by Verma et al. (1989), 
Baldocchi and Meyers (1991) and Hollinger et al. (1994) on forests. 
Campaigns extended on a full growing season were presented later by Grace et 
al. (1996) on Amazonian forest, by Valentini et al. (1996) on a beech forest, 
and by Baldocchi et al. (1997) and Jarvis et al. (1997) on different types of 
boreal forests. 

The first annual time-scale CO, flux measurement campaigns above forests 
using the eddy covariance technique were organized in the early 1990s in North 
America (Wofsy et al., 1993; Black et al., 1996; Goulden et al., 1996a,b; Greco 
and Baldocchi, 1996) and Europe (Lindroth et al., 1998). In addition, annual 
time-scale CO, flux measurements were performed by teams using other 
micrometeorological techniques such as the Bowen ratio or aerodynamic tech- 
niques (Vermetten et al., 1994; Saigusa et al., 1998). These early results 
extended our knowledge of the different ecosystem behaviours, but each was 
limited to a particular ecosystem. However, no attempt at a systematic study 
across related biomes and across climate scales was made. The conclusions of an 
International Geosphere-Biosphere Program (1GBP)-sponsored workshop for 
global change scientists held at La Thuile, Italy, in 1996 highlighted the need for 
regional networks of flux measurement stations sited across a broad spectrum of 
ecosystems and climatic environments (Baldocchi et al., 1996). 

The EUROFLUX project, sponsored by the Fourth Framework 
Programme of the European Commission, arose shortly after this workshop 
to meet this need. A fundamental premise of the EUROFLUX project was to 
make continuous and long-term (at least three complete annual cycles) of 
carbon and water exchange between European forests and the atmosphere. 
EUROFLUX also sought to provide information about the role of the terres- 
trial biosphere in the climate system. This was attempted for forests of 
different types and under different climate regimes. The outputs from the 
project will include not only a better understanding of the functioning of 
forests but also their role in climate change. Results from EUROFLUX 
should contribute to mesoscale or general circulation models of the atmos- 
phere by improving surface parameterizations and aggregation schemes in 
order to scale up to global scale. The important issue of how forest 
management practices can alter ecosystem water and carbon balances (and 
the role of forests in the sequestration of carbon) is a further output of the 
project. The Protocol on Climate negotiated during the third session of the 
United Nation (UN) Framework Convention on Climate Change (FCCC), 
signed in Kyoto on 11 December 1997, strengthened the interest in conti- 
nental-scale measurement networks and the kind of studies described above. 
The Kyoto Protocol also revealed the immediate policy relevance of 
EUROFLUX, which thus became much more than a well-orchestrated 
academic exercise. 
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The EUROFLUX network includes 14 measuring stations and encom- 
passes a large range of latitudes (from 41.45N to 64.14N), climates 
(Mediterranean, temperate, arctic) and species (Quercus, Fugus, Pseudotsugu, 
Pinus, Picea). Table 1 provides information on each of the 14 sites. Scaling up 
measurements from the local scale to the European continent (Martin et ul., 
1998) and site intercomparisons constitute a central objective of EUROFLUX. 
This imposes on the partners within the programme the adoption of a series of 
common methodologies for the measurement of fluxes and for the correction 
and treatment of data. It is these methodologies, which are used in the 
EUROFLUX network, that are presented here. 

In the first part of the chapter (I11 to VII), the measurement system and the 
procedure followed for the computation of the fluxes is described. In the 
second part (VIII to XI), the procedure of flux summation, including data gap- 
filling strategy, night flux corrections and error estimation is presented. 

11. THEORY 

The conservation equation of a scalar is: 

where p, is the scalar density, u, v and w are the wind velocity components, 
respectively, in the direction of the mean wind (x), the lateral wind (y) and 
normal to the surface ( z ) .  S is the source/sink term and D is molecular 
diffusion. The lateral gradients and the molecular diffusion will be neglected 
afterwards. After application of the Reynolds decomposition where: u = U 
+u’, v = I; + v’, w = ti; + w’, ps = p, + ps’ ,  where the overbars characterize time 
averages and the primes indicate fluctuations around the average, integration 
along z and assumption of no horizontal eddy flux divergence, equation (1) 
becomes: 

- 

I I1 I11 IV V 

Term I represents the scalar source/sink term which corresponds to the net 
ecosystem exchange (N,)  when the scalar is CO,, and to ecosystem evapo- 
transpiration (E) when the scalar is water vapour. Term I1 represents the eddy 
flux at height hm (the flux measured by eddy covariance systems). It is noted 
as F, for carbon dioxide and F, for water vapour. Under conditions of atmos- 
pheric stationarity and horizontal homogeneity, all the other terms on the 



Table 1 
Site characteristics 

~~ ~~~ 

Participant Site Geographical Dominant Age Canopy Mean Tree LeafArea Soiltype 
co-ordinates tree species (years) height tree density Index 

(m) diameter (m2 m-?) 
(cm) (ha 9 

IT 1 

IT2 

FR 1 

FR2 

DK 1 

SWI 

s w 2  

GE 1 

NL 1 

UK1 

GE2 

BE1 

BE2 

FI 1 

Collelongo 

Caste1 Porziano 

Hesse 

Les Landes 

Lille Boegeskov 

Norunda 

Flakkalinden 

Bayreuth 

Loobos 

Griffin 

Tharandt 

Vielsalm 

Braaschaat 

Hyytiala 

41" 52' N, 
13" 38' E 
41" 45'N, 
12" 22' E 
48" 40' N, 
7" 05' E 
44" 42' N, 
0" 46' W 
55" 29" 13' N, 
11"38"45'E 
60" 05' N. 
17" 28' E 
64" 07' N, 
19" 27' E 
50" 09' N, 
I l "52 'E  
52" 10' N, 
5" 44' E 
56" 37' N, 
3" 48' W 
50" 58' N, 
13" 38' E 
50" 18' N, 
6" 00' E 
51" 18' N, 
4" 31' E 
61" 51' N, 
24" 17' E 

Fagus sylvatica 

Quercus ilex 

Fagus sylvatica 

Pinus pinaster 

Fagus sylvatica 

Picea abies, 
Pinus sylvestris 
Picea abies 

Picea abies 

Pinus sylvestris 

Picea sitchensis 

Picea abies 

Fagus sylvatica, 
Pseudotsuga menziesii 
Pinus sylvestris, 
Quercus robur 
Pinus sylvestris 

100 22 

50 12.5 

25-30 13 

36 18 

80 25 

70-120 24 

35 8 

43 19 

97 15.1 

15 6 

106 28 

60-90 27-35 

67 22 

32 12 

18.1 

16 

10 

26 

28 

21 

8.5 

23 

25.4 

7 

27 

34 

26.8 

13 

885 

1500 

4000 

500 

430 

678 

2127 

1000 

362 

2500 

652 

230 

542 

2500 

4.5 

3.5 

5.5 

2.5-3.5 

4.75 

4-5 

2.8 

6 .7e  1.5 

3 

About 8 

5 

5-5.3 

3 

3 

Calcareous, brown earth 

Sandy 

Luvisol to stagnic luvisol 

Sandy podzol 

Cambisol 

Deep sandy till 

Shallow till 

(inceptisol) 

Brown earth (acidic cambisol) 

Podzollic 

Stony podsolized brown earth 

Brown earth 

Dystric cambisol 

Moderately wet sandy soil 

Till 

$ 
2 r 
C x 

b 
2 

e More information about the sites may be found at http://www.unitus.it/eflux/euro.html. 4 
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right-hand side of equation (2) decay and the measurement by eddy 
covariance is equivalent to the source/sink term. However, in forest systems 
(and others), these conditions are not always met and this approximation 
cannot always be made. 

Term I11 represents the storage of the scalar below the measurement height. 
Storage of carbon dioxide, S,, is typically small during the day and on windy 
nights. However, significant positive values may be observed during poor 
mixing conditions at night when the CO, produced by the ecosystem respi- 
ration is accumulating in the ecosystem. On the other hand, a negative peak of 
S, is often observed in the morning when the CO, accumulated at night is 
flushed out of the ecosystem or absorbed by ecosystem assimilation (Grace et 
al., 1996; Goulden et al., 1996a). The daily mean of this term is zero, so 
ignoring it over the long term is acceptable. However, in the short term, it may 
be a significant measure of ecosystem response and should be taken into 
account. The storage of water vapour (S,)  is small at night, the ecosystem tran- 
spiration rate being low during this period. 

Terms IV and V represent the fluxes by horizontal and vertical advection 
(V, and Vw for CO, and water vapour respectively). Term IV is significant 
when horizontal gradients of scalar exist, i.e. in heterogeneous terrain or at 
night over sloping terrain, when the CO, produced by the ecosystem respi- 
ration is removed by drainage. The vertical velocity (w) and, consequently, the 
vertical advection (term V) were found typically to be zero over low crops. 
However, there is no such evidence above tall vegetation like forest canopies, 
and Lee (1998) and Baldocchi et al. (unpublished) have shown that this mech- 
anism is not negligible and could even be more important than turbulent 
transport during calm nights. The advection terms are not measurable with 
available technology. These terms are probably responsible for the mismatch 
observed at night between N, and F, i Sc, as shown in section X below, and a 
procedure to correct these fluxes empirically is described. 

Finally, using the notations introduced previously, equation (2) becomes: 

F or CO, and: 

E = F,,, i Sw + Vw (4) 

for water vapour. 
In the rest of this paper, we will first describe the measurement system 

(sections 111 and IV) and the procedures for computation, correction and 
data-quality analysis (section V) of the eddy fluxes F, and F,. The spatial 
representativeness of the fluxes is analysed in section VII. The procedure 
followed to obtain annual carbon sequestration is described in section VIII. 
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It also involves the data gap-filling strategy (section IX), the correction for 
night flux underestimation (section X) and the estimation of uncertainties 
(section XI). 

111. THE EDDY COVARIANCE SYSTEM 
A number of European laboratories collaborated in the early 1990s to produce 
a common design for an eddy covariance system for the HAPEX-Sahel project 
(Moncrieff et al., 1997a), and this system formed the basis for that used in 
EUROFLUX. Other groups in Europe have independently arrived at very 
similar systems (Grelle and Lindroth, 1996). In essence, the flux systems 
comprise a three-axis sonic anemometer (Solent 101 2R2; Gill Instruments, 
Lymington, UK), a closed-path infrafred gas analyser (LI-COR 6262; LI- 
COR, Lincoln, New England, USA) and a suite of analysis software for real- 
time and post-processing analysis. Gas samples are taken next to the sonic 
path and ducted down a sample tube to the infrared gas analyser (IRGA). 

A. Sonic Anemometer 

The sonic anemometer produces the values of the three wind components and 
the speed of sound at a rate of 20.8 times per second. A set of sound transit 
times can be obtained 56 times per second. In addition, it has a built-in five- 
channel analogue to digital ( N D )  converter with an input range of 0-5 V and 
a resolution of 11 bits; this permits simultaneous measurement of analogue 
sensors and their digitization and integration with the turbulence signals. The 
analogue channels are sampled at a rate of 10 Hz. In the EUROFLUX system, 
the analogue channels are used for water vapour and CO, concentration 
output from the IRGA. Additional signals, such as air temperature, air flow 
through the analyser and analyser temperature, can also be accommodated in 
this way. Data from the sonic anemometer can be collected as either analogue 
or digital signals. 

To avoid the need to turn the sensing volume of the anemometer into the 
mean wind direction, the omnidirectional probe head was chosen. The 
supporting rod and the probe head itself are quite slender and produce rela- 
tively little flow distortion (c 5% effect on scalar fluxes; Grelle and Lindroth, 
1994). However, a wind tunnel calibration is recommended and at present is 
applied by only two groups (SW1 and 2, DKl). Before the EUROFLUX 
project, a sonic anemometer of the same type had been tested under Arctic 
conditions within the framework of ARKTIS-93 (Peters et al., 1993; Grelle et 
al., 1994) and proved to work reliably even at temperatures as low as -42°C. 

Built-in memory on the circuit board enables the anemometer to store a 
maximum of 170 s worth of data, depending on the number of analogue inputs 
sampled. Some of the software in use within EUROFLUX uses the sonic in 
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‘prompted mode’ (i.e. data are transferred only by request). In this way, ‘quasi 
on-line’ processing of data can easily be carried out in the breaks between 
transmissions. Other software in use accepts the data stream in real time as it is 
sent out by the sonic (‘unprompted’ mode). 

In some of the eddy covariance systems (SW1 and 2), the sonic probe head 
is mounted on a two-axis inclination sensor and/or an adjustable boom to 
correct for sensor misalignment (Grelle and Lindroth, 1996). In high wind 
speeds, vibrations of the boom that supports the sonic may introduce a signif- 
icant bias in flux measurements, but making the boom asymmetrical may 
reduce these vibrations. 

B. Temperature Fluctuation Measurements 

Generally, measurement of air temperature fluctuations is done by means of 
the speed-of-sound output of the sonic anemometer. At wind speeds above 
about 8-10 m s-’, however, speed-of-sound data become noisier because of 
mechanical deformation of the probe head (Figure 1). Determination of the 
sensible heat flux from the sonic measurements is impossible in these cases 
(Grelle and Lindroth, 1996). Thus, additional fast thermometers are applied at 
sites with frequent high wind speeds (SW1 and 2). Particularly at high wind 
speeds and over forest canopies, even relatively robust sensors possess a suffi- 
ciently fast frequency response to measure temperature fluctuations without 
considerable loss; for example, the use of platinum resistance wires was 
described by Grelle and Lindroth (1996). 

C. Infrared Gas Analyser 

The concentrations of water vapour and CO, are measured by a LI 6262 
infrared gas analyser (IRGA). The IRGA is a differential analyser which 
compares the absorption of infrared energy by water vapour and CO, in two 
different chambers within the optical bench. Use of this instrument has been 
described in detail by Moncrieff et al. (1997a). In EUROFLUX, the analyser is 
used in absolute mode, i.e. the reference chamber is filled with a gas scrubbed 
of water and CO,. For this purpose, two methods may be used: the manufac- 
turer suggests a closed pump-driven air circuit through the reference cell with 
desiccant and C0,-absorbing chemicals. Four teams (IT1 and 2, FR1, BE2) 
use this configuration (Figure 2a). However, it often results in a zero drift of 
the signals, which is apparently caused by the release of CO, by soda lime or 
ascarite when the reference air becomes too dry, and in some cases by leakage 
in the reference line. Leakages occur, for example, when the O-ring seals of 
the scrubber tubes are damaged by the influence of the chemicals. On the other 
hand, an open reference air stream is not practical for unattended long-term 
measurements, as the chemicals would need to be changed too often. The 
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Fig. 1. Sensible heat flux by sonic temperature (Hs) and platinum wire thermometer 
(H& classified by wind velocity. Upper graphs: Time series of temperature fluctua- 
tions, sonic temperature (Tson) versus platinum wire temperature (T,) at wind speeds 
of 4.4 and 12.2 m s-I. 

second method, which overcomes these problems, consists of flushing the 
reference chamber with nitrogen gas from a cylinder, maintaining a flow rate 
of about 20 ml min-I. Ten teams use this configuration (FR2, DK1, UK1, SW1 
and 2, NL1, GE1 and 2, BE1, F11) (Figure 2b). In systems that have different 
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Analog output - solm 

LlCOR Connections and Tubing -Anchor Station Tharandt 

Gelman Acro 50 

Nitrogen - 59 mllm 

Fig. 2. Two typical flow configurations used in EUROFLUX. (a) System with 
through flow in the sample circuit and chemicals in the reference circuit (Moncrieff 
ef al.. 1997a). (b) System with secondary flow in the sample circuit and nitrogen in 
the reference. 
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analysers at several levels on a tower, and when N, from one common source 
has to pass to different gas analysers, the chopper chambers of the gas 
analysers cannot be flushed by the common N, path because these chambers 
usually leak. In these cases, scrubber chemicals are used (SW1 and 2, GEl). 

Calibration of the IRGA is carried out according to the preferences of the 
teams: some perform it automatically every day while others perform it 
manually at a lesser frequency (fortnightly). A lower calibration frequency 
may affect the mean CO, concentration measurement, as the LI-COR 6262 is 
subject to significant zero drift. However, as the slope drift is very low, the 
impact of the calibration frequency on the fluxes is limited. 

The signals for water vapour and CO, concentration can be output in a 
variety of units from the IRGA, either as analogue voltage signals, analogue 
current signals, or as ASCII for serial communication. However, if a fast 
response is desired, the raw voltage signals for the CO, and water vapour 
mixing ratio should be used. With this configuration, the 95% time constant of 
the analyser is 0.1 s (LI-COR, 1991). Additionally, the internal analyser 
temperature can be obtained as an analogue signal. 

D. Air lkansport System 
A variety of different airflow configurations is used by teams within the 
project. The technical specifications are given for each site in Table 2. The 
choice of flow configuration is determined according to a number of criteria: 

(1) To minimize frequency loss (i.e. by maintaining flow with high Reynolds 

(2) To avoid condensation within tubes and analyser. 
(3) To avoid pressure fluctuations and air contamination caused by the pump. 
(4) To comply with the IRGA's range of operational parameters (e.g. 

pressure, chamber temperature). 
(5) To stabilize and monitor the air flow. 
(6) To keep the analyser chamber clean. 

Most commonly, the analyser is placed on the tower, some metres away from 
the sonic. Some groups use long sample tubes with the analyser on the ground 
surface as this permits easy access to service the gas analyser (DK1, GE2). 

To minimize frequency losses, turbulent airflow through the tube is some- 
times chosen (GE2, SWl and 2) (Moore, 1986), but this usually requires 
powerful pumps with a high power consumption. Laminar flow in the tube is 
maintained by less powerful pumps and the extra loss in frequency response 
can be accounted for adequately (Moncrieff et al., 1997a). The data in Table 2 
show that the EUROFLUX systems operate between Re 1800 and 6550 
(where Re of about 2030 is generally considered as the cut-off for transition to 
turbulent flow) within the types of sample tube used here. However, several 

number (Re) in the inlet tube (Leuning and Moncrieff, 1990). 



Table 2 
Technical specifications of the sites 

~~ 

IT1 D 
IT2 D 
FR1 R 
FR2 R 
DK1 P 
SW1 2D 
SW2 2D 
GE1 R 
NLl D 
UK1 D 
GE2 LD 
BE1 D 
BE2 R 
FI1 D 

TS 
TS 
TS 
TS 
M 
TB 
TB 
TS 
M 
TS 
M 
TS 
TS 
TS 

12 
10.5 
6.0 
8.0 

20.0 
9.9 

11.6 
6.0 
7.4 
6.0 

50.0 
6.0 
5.5 
6.3 

2A 9.0 2.0 
2A 3.0 2.0 
A + S  30.0 2.0 
A +  S 3.0 2.0 

48.0 4.0 
2A 7.2 2.0 
2A 6.5 2.0 
2A 7.0 3.15 

7.0 2.0 
2A 18.0 3.2 
2A 59.0 5.4 
A +  S 8.0 2.0 
2A 3.0 2.2 
1A 7.0 2.0 

0.35 

0.2 
0.2 
0.6 
0.1 
0.1 
0.2 

0.15 
0.2 
0.2 
0.48 
0.15 

2.1 

3.9-4.1 
1.9-2.2 
7.5-9.5 
1.3-1.3 
1.05 
2.5 

6-6.5 
10-11.5 
2.6-3.1 
1.5-2.0 
1.5-1.7 

0.56 
0.22 
3.8 
0.28 
7.24 
0.55 
0.42 
0.55 
0.71 
5.2 
6.48 
1.01 
0.48 
0.84 

19.14 0.31 4245 
26.07 3712 

2.48 0.54 2122 
15.30 0.54 2828 
2.10 0.18 3535 @ 

15.08 1.07 3503 
21.21 1.07 4105 3 
12.9 0.54 2660 2 
8.47 2616 2 
3.46 0.54 6546 
4.81 0.54 2122 
2.37 0.22 1796 
5.82 0.71 2227 

0.53 0.71 1885 P 

~~ ~ 

Q, flow rate in tube; L, tube length; r,. tube radius; L,, separation distance between the sonic anemometer (centre of the measurement volume) and the inlet tube; 
T,, time lag (r, measured; c, computed); Fc0.,&, cut-off frequency characterizing the sensor separation effect; arr, slope of the relation between Few+ and the mean 
wind speed (equation (27)). Re, Reynolds number; D, diaphragm; R, rotative; P, piston; 2D, double diaphragm; LD, linear diaphragm; TS, sucked through the 
analyser; TB, blown through the analyser; M, two pumps; 2A, 2 Acro 50 1 pm; A + S, 1 Acro 50 1 pm + 1 Spiral cap 0.2 pm. 
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experimenters have been able to produce laminar flows in tubes at higher 
values of Re (up to 100 000) and it is apparently impossible to find a universal 
critical value of Re for flows in tubes (Monin and Yaglom, 1971). 
Consequently it is difficult to characterize, with certainty, the flow regime in 
each system. Anyway, the problem is not critical provided that adequate 
corrections for high frequency losses are applied. These corrections are 
discussed in section V.D.2). 

To prevent condensation, in most cases the air is sucked through the tube and 
the analyser (i.e. the air pump is the last link in the air transport chain). The data 
are then corrected for the effect of under-pressure within the analyser’s sample 
cell (Figure 2a) (Moncrieff et al., 1997a). A sensor (LI-COR 6262-03) that 
measures the IRGA chamber pressure at 1 Hz may be used to that end. Another 
possibility (SWl and 2) is to blow the air through the analyser, giving high flow 
rates and a reduced number of corrections. With a suitable air pump and appro- 
priate heating, pump-induced distortions and condensation can be prevented 
more effectively (Grelle, 1997). A third possibility is to transport the air at a 
high flow rate close to the measurement point with subsampling at a lower flow 
rate for H,O and CO, (Figure 2b). This method produces very high flow rates 
without creating too large an under-pressure in the measuring chamber, but it 
requires two pumps. It is used in long tube systems (DK1, GE2). 

To prevent contamination of the IRGA chamber, filters must be placed 
upstream of the analyser. Except for sites with very clean air (FIl), a number 
of filters placed in series is required to reduce the zero drift of the analyser that 
becomes inevitable after a couple of months. It is therefore recommended to 
place two filters in series in the pumping circuit. The first filter (ACRO 50 
PTFE 1 km; Gelman, Ann Arbor, Michigan, USA) should be placed at the 
inlet of the tube and replaced every fortnight (more frequent changes have 
been necessary in winter at some sites when reduced mixing conditions 
produces an acceleration in filter contamination (FRl, BEl)). The second 
filter (ACRO 50 PTFE 1 pm, or Spiral cap 0.2 pm; Gelman) may be placed 
close to the analyser and does not need to be changed as frequently. The posi- 
tioning of a filter at the inlet of the tube also prevents contamination of the tube 
by hygroscopic dirt which could damp the high-frequency water vapour fluc- 
tuations and so lead to under-estimation of water vapour flux (Leuning and 
Judd, 1996). In sites near oceans (FR2), sea salt could damage the IRGA 
chamber coating. To avoid such problems a coalescent filter (Balston A944) is 
placed at the input of the IRGA chamber. 

The time lag that is introduced in a ducted system is taken into account by 
software, and the lag varies significantly from site to site according to tube 
length and flow rate. The exact determination of the time lag is more crucial 
for systems with long tubes (DKl). The dominant parameter determining time 
lag is the flow rate through the sample tube (Leuning and Moncrieff, 1990) 
and the filters. Thus, if some sort of flow regulator is used, the time lag is kept 



126 M .  AUBINET E T A L .  

fairly constant; otherwise, a dynamic correction must be applied. Generally, 
the time lag is computed by finding the maximum in the covariances 
(McMillen, 1988; Grelle and Lindroth, 1996; Moncrieff et al., 1997a) and is 
1-2 s higher than that predicted by flow equations in the tube. The difference 
between theory and practice arises because the fluid flow equations do not 
take into account the influence of the filters and the time constant of the 
analyser. In practice, however, time lag variations are usually small and can be 
specified in the software within a range of .+ 1 s of the true lag. This permits 
faster computation and a reduction in errors, especially when the fluxes are 
low and the maximum in the covariance is difficult to detect. 

To enable automatic calibration of the CO, signal, a calibration gas can be 
supplied to the gas analyser at predetermined intervals through a remotely 
controlled solenoid valve. Reference H,O sources such as the LI-COR 
dewpoint generator are not suitable for unattended long-term use and high 
flow rates. Thus, separate measurements of reference air humidity are more 
appropriate to ensure calibration of the H,O signal. 

E. Tower Instrumentation 

Given the aim of operating flux systems for extended periods of time, some 
protection of the system components from adverse weather is essential. Owing 
to the large climate variability between the different EUROFLUX sites, the 
technical requirements for appropriate protection differ. At northern latitudes 
(SWl and 2, FIl), the air analysis system is placed in thermally insulated 
boxes which are ventilated by filtered air and heated to keep the internal 
temperature constant (Grelle, 1997). In some cases, the sonic probes are 
heated to prevent rime (SW1 and 2, GE1, FII). In the Mediterranean region, it 
is generally sufficient to keep the system in a clean and dry environment. 

The signals of air temperature, water vapour concentration, CO, concen- 
tration, gas analyser temperature, and air flow through the analyser are 
connected to the sonic’s A/D converter. Here, the non-linear signals of the gas 
analyser offer the fastest frequency response, whereas the linearized outputs 
offer higher signal resolution when used with the Solent sonic anemometer’s 
built-in A/D converter. The limitation in frequency response is larger for the 
$0 signal, whereas in practice the limited resolution affects only the CO, signal 
(Grelle, 1997). Thus, utilization of the linear CO, signal and the non-linear H,O 
signal is the optimum configuration. Signals from the sonic anemometer are 
transferred by serial communication according to the RS 422 standard. 

The power supply and interface unit originally delivered with the SOLENT 
sonic does not have electrically insulated signal lines and it has only single- 
ended inputs using the same reference potential as the sonic probe itself. In 
particular, this means that, if additional devices with a different reference 
potential (e.g. the LI-COR gas analyser) are connected to the sonic in the 
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original configuration, differences in ground potential between the mast and 
the ground can cause currents through the signal lines and thus data errors. To 
overcome this problem and to improve the lightning protection, the 
anemometer has been modified by one group (SWl and 2), which now uses a 
floating power supply and a modified converter interface with insulated signal 
lines (Grelle and Lindroth, 1996). Another group (FI1) uses optical fibres to 
transfer the data from the tower to the measurement building at the bottom of 
the instrumentation tower. This requires a modification of the Solent output 
(Haataja and Vesala, 1997). 

IV. ADDITIONAL MEASUREMENTS 
At each EUROFLUX site, the eddy covariance measurements are supported 
by a set of meteorological measurements that are also collected every half an 
hour. The role of these measurements is: 

(1) To characterize the meteorological conditions under which fluxes occur. 
This allows further analysis as the inference of the flux responses to mete- 
orological variables (at a half-hourly scale) or the response of the annual 
carbon sequestration to climate and the interpretation of the interannual 
variability of the net carbon storage. 

(2) To correct the eddy covariance measurements. In particular, the CO, 
storage estimation (term I11 in equation (2)) requires half-hourly measure- 
ments of the CO, concentration below the measurement point; corrections 
of fluxes for pressure or for high-frequency losses require additional 
meteorological measurements. 

(3)  To control the quality of the measurements. The energy balance closure 
test is performed currently to check the data quality (see section V1.D). It 
requires, in particular, the net radiation and the energy storage. 

(4) To provide a set of prognostic data that can be used to fill in the gaps in the 
flux data series (see section IX). 

( 5 )  To provide a set of input data for Soil Vegetation Atmosphere Transfer 
(SVAT) models that can be used for calibration as well as for validation. 

The list of variables that are measured at all sites is given in Table 3. 

V. DATA ACQUISITION: COMPUTATION AND 
CORRECTION 

A. General Procedure 
The general procedure followed to collect and process the data is presented 

in Figure 3. 
At intervals of 1/20.8 s, instantaneous measurement of values for the three 

components of the wind velocity, the speed of sound and the molar fractions of 
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Table 3 
Meteorological variables measured in the EUROFLUX sites 

~ 

Symbol Unit Variable Instrument Status 

Radiation 
W m-? 
W rn-? 

Rg 
Rn 
PPFD pmol m-* s-I 

Rrer W m-* 
R d  W m3 
APAR 

Global radiation Pyranometer 
Net radiation Net radiometer 
Photosynthetic photon Photodiode 

Reflected radiation Pyranometer 
Diffuse radiation Pyranometer + screen 
Light interception Photodiodes 

flux density 

Tc "C 

G W m-2 

P mm 
RH % 

swc % by volume 

SF mm 
T,. mm 
SNOWD mm 

pa kPa 

Hydrology 

Miscellaneous 

0, obligatory; F, voluntary. 

Air temperatures (profile) Resistance or,thermocouple 
Bole temperature Resistance or thermocouple 
Soil temperature Resistance or thermocouple 

Canopy radiative Infrared sensor 

Soil heat flux density Heat flux plates 

(profile 5-30 cm) 

temperature 

Precipitation Rain gauge 
Relative humidity profile Resistance, capacitance or 

Soil water content TDR or theta probe (15 days) 
(0-30,40-70,80-110) 
Stemflow Tree collectors ( 15 days) 
Throughfall Pluviometer (15 days) 
Snow depth Sensor (15 days) 

psychrometer 

Pressure Barometer 

0 
0 

0 

F 
F 
F 

0 - 

CO, and water vapour is collected and stored. Software computes the mean 
values, variances, covariances and the so-called 'uncorrected fluxes' at this 
stage, corrections for high-frequency losses are not performed). The software 
that performs these computations is described in section V, the operations 
performed and the recommended equations are given in section V.B; the 
software intercomparison exercise, carried out among EUROFLUX teams, is 
presented in section V.C; and the difference between different high-pass 
filtering methods is discussed in section V.D. 1. 

The amount of raw data collected at these sample rates is about 600 Mb per 
month and is typically stored on tapes, compact disk or removable drives for 
post-processing (e.g. further analysis of the time series, data quality analysis 
or spectral analysis). The supporting meteorological measurements are also 
averaged over intervals of half an hour. In particular, energy storage in the 
biomass and air (possibly in the soil) or CO, storage in the air is computed at 
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DATA 
ACQUISITION 

DATA TREATMENT DATA 
STORAGE 

COMPUTATlON 

UNCORRECTED FLUXES 

CORRECTIONS 

DATA W M  

CORRECTED KUXES 

30 min 

CORRECTIONS 

1 year 

Fig. 3. Schematic of data acquisition, processing and storage in EUROFLUX systems. 
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this stage. Meanwhile, the corrections of fluxes are applied. They include 
corrections for latent heat or lateral momentum fluxes (Schotanus et al., 1983) 
and corrections for high-frequency losses (Moore, 1986; Leuning and Judd, 
1996; Moncrieff et al., 1997a). The latter require the cut-off frequency of the 
system that can be obtained by spectral analysis. The procedure is described in 
section V.D.2. There is no need for air density corrections on the CO, flux 
(Webb et al., 1980), as will be shown below. 

The eddy covariance fluxes are then submitted to a series of tests to elimi- 
nate data that fail certain criteria. Different tests (based on statistical analysis, 
stationarity or similarity criteria, energy balance closure) are presented in 
section VI. After correction and quality analysis, the eddy covariance and 
supporting measurements are merged and constitute the input from each group 
to the EUROFLUX database. 

At a yearly time scale, the fluxes are summed to provide an annual carbon 
sequestration estimation. This sum requires a complete data series, i.e. a 
procedure to fill in the unavoidable gaps in the flux data. A procedure based on 
neural networks is described in section IX. The errors that affect the annual 
sequestration are discussed later: the selective systematic error due to underes- 
timation of the fluxes at night is discussed in section X and the other 
measurement uncertainties are discussed in section XI. 

B. Half-hourly Means, (Co-)variances and Uncorrected Fluxes 
1. Computation of the Means and Second Moments 

The input data are the instantaneous values of the three components of the 
velocity (u, v, w (ms-I), of the sound speed (Uson(ms-l), and of the CO, and H,O 
mole fractions (c(p,mol mol-I), h (mmol mol-I)). In the following part, variables 
may be designed in a general way by 6 or 77, and a scalar concentration by s. 

The mean of &'and the second moment of 6 and 77 are computed as: 

and 

where n, is_the number of samples. The fluctuations (&') around the mean at 
the step k (6,) are computed as: 

- 
6;  = & - 6 k  (7) 
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In autoregressive filtering algorithms, the mean ik is computed as (McMillen, 
1986,1988; Baldocchi et al., 1988; Kaimal and Finnigan, 1994): 

- - 
tk = e-A1'Tc tk- , + (1 - e (8) 

where At is the measurement time interval and T~ is the running mean time 
constant. As At c< T ~ ,  equation (8) may also be written (after first-order Taylor 
expansion): 

It is to be noted that the running mean 2, cannot be taken for the mean 2, which 
is computed on the whole data sg. 

In linear detrend algorithms, Sk is computed by least squares regression as 
(Gash and Culf, 1996): 

where tk is the time at the step k and b is the slope of the linear trend of the 
sampling. It is computed as: 

" *  
Ct,tk -'kt& 
k =  I ns k = l  k = I  

Non-linear transformations of the variables must be applied before any mean 
or second moment computation. This is the case with the sonic temperature 
Tson (K) which is deduced from sound velocity (U,,) by (Schotanus et al., 
1983; Kaimal and Gaynor, 1991): 

1 1 2  
-3 

Twn - 403 
- -  

For the computation of w'c' or w'h', the time series of w; must be delayed for 
synchronization with ck' or hk' to take into account the time taken for the air to 
travel down the sample tube. Recommendations concerning the time lag 
computation were given in section 1II.C. Some algorithms in use within 
EUROFLUX (SW1 and 2) use a constant time lag, whereas others (e.g. 
EdiSol) estimate it by maximization of the covariances. 
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2. Co-ordinate rotation 

Co-ordinate rotations are applied on the raw means and second moments. 
The first two-axis rotation aligns u parallel to the mean wind velocity, and 
nullifies v and w. Its aim is to eliminate errors due to sensor tilt relative to 
the terrain surface or aerodynamic shadow due to the sensor or tower 
structure. However, it always suppresses the vertical velocity component 
and that is not always appropriate as non-zero vertical velocity components 
may appear above tall vegetation when flux divergence or convergence 
occurs (Lee, 1998). 

The two-axis co-ordinate change on mean velocity components and on 
covariances, including scalar concentrations, may be expressed in matrix form 
(McMillen, 1986; Kaimal and Finnigan, 1994; Grelle, 1996): 

where the numerical index (n )  refers to the number of rotations applied to the 
means and covariances, A()?,, are the elements (ith line,jth column) of the two- 
axis rotation matrix and u,,, is the j thelement of the velocity vector. In 
particular, the mean wind speed is U = u2,. The expression of AO2 in terms of 
the non-rotated velocity components is established in Appendix A and given in 
equation (A4). 

The two-axis rotation is applied on the variances and covariances 
following: 

where A& is the transposed A,, and M, are the (co)variance matrices defined as: 

The third rotation is performed around the x-axis in order to nullify the lateral 
momentum flux density (v'w' covariance). Indeed this term is zero over plane 
surfaces and is likely to be very small over gentle hills. A complete justification 
on this point is given by Kaimal and Finnigan (1 994). McMillen (1988) stresses 
that this rotation is not well defined in low-speed conditions and recommends 
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its application with care and, in any event, to limit it to 10". The co-ordinate 
change for means and covariances including a scalar is expressed by: 

The expression of A,, in terms of the two-axis rotated velocity components is 
established in Appendix B (equation (B4)). For the variances and the covari- 
ances, the change of co-ordinates is: 

Since computation of the A,, matrix elements requires two rotated variances 
and covariances computations, it is not possible to combine A,, and A ,  to 
build a unique three-axis rotation matrix. In the following sections, the three 
components of the three-axis rotated instantaneous velocity will be noted, for 
simplicity, u, v and w. 

3. Conversions and Corrections 

The mean air temperature ?a (K) is deduced from sonic temperature using 
(Schotanus et al., 1983; Kaimal and Gaynor, 1991): 

- 
Tson 

- 
T, = 

1 + 3.2104 h 

The fluxes of CO, (Fc, pmol m-.* s-I) or H,O (F,,,, mmol m-* s-') are directly 
deduced from the rotated covariances as: 

where Pa is atmospheric pressure and 8 is the gas constant (8.3 14 J K-' mol-I). 
A paper by Webb et al. (1980) pointed out the necessity to correct eddy 

covariance fluxes in order to remove air density fluctuations. These fluctua- 
tions, due either to temperature or to water vapour concentration fluctuations, 
can be erroneously attributed to fluctuations in scalur concentrations. The 
correction term was computed for closed path by Leuning and Moncrieff 
(1990) and Leuning and King (1992). They showed that, if the air was brought 
in the chamber at a constant temperature, the density corrections due to 
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temperature fluctuations could be removed. Leuning and Judd (1996) esti- 
tnated the minimum sampling tube length required to reach such constant 
temperature when the tube is made by a good thermal conductor. Rannik et al. 
(1997) developed a similar computation for poor thermal conductors like 
Teflon, which is currently used in standard eddy covariance systems. They 
showed that the minimum tube length to reduce fluctuations to a fraction of 
0.01 from the initial temperature is of the order of 1000 times the tube inner 
diameter, a length reached in most of the experimental set-ups. They 
concluded that there is no need to apply the density correction due to sensible 
heat flux. In addition, as humidity fluctuations are automatically corrected by 
the LI-COR software, there is no need to apply the density corrections due to 
latent heat flux either. 

The latent heat flux is defined as XM,F,+/lOOO where M ,  is the molar mass 
of water (0.0180153 kg mol-I) and h (J k g - l )  is the latent hear of vaporization 
of water, which varies with air temperature: 

A = (3 147.5 - 2.37Ta) 1 O3 (19) 

Finally, the sensible heat flux, H ,  is given as: 

where Md is the molar mass of dry air (0.028965 kg mol-I), p, and Cm are the 
density and specific heat of the moist air (which is practically the same for 
humid and dry air, i.e. less than 0.5% difference in the meteorological range). 
The second term in parentheses accounts for the difference between sonic and 
real temperature (see equation (17)), the third term corrects the sound speed 
for lateral momentum flux perturbations (Schotdnus et al., 1983; Kaimal and 
Gaynor, 1991). Equation (20) is rigorous only when the speed of sound is 
measured along a vertical sound path. Thus, in the case of the SOLENT, where 
the axis is tilted with respect to the vertical, this relation is not strictly valid. 
However, the departure from this relation is small. When the temperature fluc- 
tuations are measured with a fast thermometer (platinum resistance wire), 
these corrections are not necessary. 

C. Intercomparison of Software 

Although common software for data acquisition and flux computation was 
proposed, several teams within EUROFLUX opted to develop their own 
software in order to retain flexibility and to be able to adapt the software for 
particular instrumentation configurations (e.g. simultaneous monitoring of 
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several eddy covariance systems). As one of the main objectives of 
EUROFLUX is to perform comparisons among sites, it was necessary to 
ensure that the differences in measured flux from site to site was not an artefact 
of the different algorithms in use. An intercomparison between the available 
software was therefore carried out. 

First, a series of raw data files (‘golden files’) obtained from a standard 
eddy covariance system was established. This data set comprises 19 
successive 30-min digital files containing raw time-series data from the sonic 
anemometer, namely the three velocity components, speed of sound (all ms-I), 
CO, (ymol mol-I) and H,O concentrations (mmol mol-I) sampled at 20.8 Hz. 
The data cover a range of meteorological conditions, at night and during the 
day, and were obtained at the BE 1 site on 1 June 1997 between 12.00 and 9.00 
p.m. (The ‘golden files’ are available on fsagx.ac.be\ftp\euroflux\serie2.zip). 
A description of this site is given by Aubinet et al. (unpublished). 

Each software package was run independently on this data set and the 
results were compared. When convergent, they were considered as standards 
(available on fsagx.ac.be\ftp\eurofliix\results.xls) and the maximum 
difference between them as the tolerance. Six software packages were used to 
generate the standards; three used a running mean algorithm with a 200-s time 
constant: EdiSoZ (Edinburgh University, UK), UIA (IJniversity of Antwerpen, 
Belgium) and SMEAR Solent (University of Helsinki, Finland), and the other 
three used a linear detrending algorithm UBT (University of Bayreuth, 
Germany), RZSOE (RISOE National Laboratory, Denmark) and ZBK (Georg 
August University of Goettingen, Germany). All of them output the means and 
variances of wind velocity (three components), temperature, water vapour and 
CO, concentrations, the fluxes of momentum (or the friction velocity), 
sensible heat, water vapour (or latent heat) and CO,. 

All software packages were in very good agreement for mean values: the 
maximum difference between them was 1 % for wind velocity, 0.01 % for CO, 
concentration and 0.03% for the water vapour concentration. The agreement 
for software using either linear detrend or running mean was better than 2% 
for the latent heat and better than 1 %  for the other fluxes. 

The main sources of disagreement between software were: 

(1) Individual errors: some programming errors were detected as a result of 
this exercise, which fully justifies it. This test is thus recommended for 
each software designer. 

(2) Differences in software initialization for running mean algorithm: the 
initialization period of these algorithms may exceed the time constant by 
a factor of 5 or 6. Under these conditions, the first measurement of any 
series generally gives poor flux agreement. An ideal initialization 
procedure would be to process the first series of data in the reverse order 
and initialize with the running mean obtained then. This is impractical, of 
course, for on-line measurements. 
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(3) Time lag estimations: software optimizing the time lag without restricting 
its variation range biased (up to 50% underestimation) the flux values 
during some periods when the correlation optimum was not clearly defined. 

(4) Differences between the hypotheses used for the computation: to avoid such 
divergence, the use of a standard set of hypotheses and equation is recom- 
mended. In EUROFLUX, we used the equations presented in section V.B. 1. 

(5) Differences between linear detrend and running mean algorithms reached 
10% and flux estimates were generally higher for software employing the 
running mean algorithm. However, the present data series is too short to 
lead to a definitive conclusion. 

D. Correction for Frequency Response Losses 
The turbulent flow in the atmospheric boundary layer may be considered as a 
superposition of eddies of different sizes. At one measurement point they 
generate velocity and scalar concentration fluctuations of different 
frequencies. It is common to describe the frequency repartitions of the fluctu- 
ations by introducing the co-spectral density. In the case of turbulent fluxes of 
a scalar, the co-spectral density, Cws is related to the covariance (Stull, 1988; 
Kaimal and Finnigan, 1994): 

where f is the cyclic frequency. In practice, the integral range is limited at low 
frequency by the observation duration and/or the high-pass filtering, and at 
high frequency by the instrument response. Consequently, the measured 
turbulent fluxes of a scalar s may be thought of as the integration over 
frequencies of the co-spectral density multiplied by a transfer function charac- 
terizing the measurement process: 

The fluxes must therefore be corrected to take these effects into account. A 
correction factor is introduced which is the ratio of the flux free from filtering 
(equation (21)) and the measured flux (equation (22)): 

0 0 
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where the low (TF,,) and high (TFHF) frequency parts of the transfer function 
are introduced separately. 

1. EfSect of High-pass Filtering on Fluxes 

As shown in section V.B. 1, turbulent fluxes of scalars are calculated over a 
finite averaging time as the average products of the fluctuations of vertical 
wind speed and scalar concentration, obtained from the original records by 
linear detrending (LD) or high-pass running mean filtering (RM). The transfer 
functions for linear detrending and high-pass filtering generally remove vari- 
ability (also covariance) at low frequencies, passing the high-frequency contri- 
bution. The spectral transfer functions for variances and covariances due to 
LD and RM are (Kristensen, 1998): 

where T, is the time period of the trend calculation and averaging, and T~ is the 
time constant of the high-pass filter. In the case of the RM method, it is 
assumed that high-pass filtered series are used directly as the fluctuating 
components in the flux calculation. The high-pass filtering effect of the LD 
method depends on the time interval, T ~ ,  but the effect of the RM depends only 
on the time constant of the filter, T~ Because the transfer functions are less than 
unity at low frequencies, application of LD or RM in flux calculation leads to 
systematic underestimation of turbulent fluxes. 

The filtering effect of the RM with a time constant 200 s is stronger than 
that of LD (Figure 15 in Kristensen, 1998), where the curve of high-pass 
filtering for T,./T, = 60-‘” corresponds roughly to a running mean with a time 
constant of 200 s. In other words, the absolute average flux estimates obtained 
by RM with a time constant of 200 s, with negligible random uncertainty due 
to the stochastic nature of turbulence, are always less than the estimates 
obtained when applying the LD algorithm. This is not necessarily valid for the 
short-period average fluxes with significant random errors, being calculated 
from a realization of turbulence in virtually a point in space over a relatively 
short time. 

Due to detrending or high-pass filtering, estimated average fluxes are 
always biased. For the unstable, but neutral limit of the atmospheric surface 
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layer co-spectra given in Horst (1997), the systematic errors of flux estimates 
due to LD and RM with time constant 200 s for the height to wind speed ratios 
from 1 to 10, vary from 0.7 to 6.1 % and from 1.5 to 1 1.4% (without taking into 
account the underestimation of fluxes at high frequencies) respectively. The 
corresponding error range for the RM with time constant 1000 s is from 0.2 to 
1.8%. The systematic errors are bigger for unstable conditions and smaller for 
stable conditions. The relatively small errors in short-period fluxes translate to 
bigger errors in long-term averages. The systematic errors of fluxes can be 
minimized by choosing a suitable filtering method or averaging time, but there 
are also other factors which should be accounted for when choosing the filter 
for calculation of statistics. 

To observe negligible systematic errors in fluxes, the RM has to be applied 
with moderately long time constants, but this leads to systematic overestimation 
of variances in the periods of non-stationarity of first moments (Shuttleworth, 
1988). In addition, it was shown by Rannik and Vesala (1999.) that fluxes are 
subject to increased random errors during episodes of non-stationarity. Thus, it 
seems justified to apply the method with a moderate time constant to avoid these 
problems at the expense of small systematic errors in fluxes, which should be 
then accounted for. In the case of atmospheric surface layer measurements, 
reasonable values of the time constant of the RM seem to be between 200 and 
lo00 s, probably around 500 s, dependent on the measurement height. 

Application of the LD method with commonly accepted averaging times 
does not generally lead to overestimation of variances and increases in random 
errors, to the advantage of the method. However, the systematic errors in 
fluxes due to LD are not negligible under certain experimental conditions. For 
evaluation of systematic errors, co-spectral information is needed. The model 
co-spectra of turbulence can be used in the estimation of errors, but there is 
remarkable uncertainty in the low-frequency co-spectral densities under 
unstable stratification (Kaimal et al., 1972), when the underestimation of 
fluxes is greatest. Alternatively, the co-spectra could be estimated as site 
specific from a series of measurements under similar conditions of atmos- 
pheric stability to obtain the low-frequency densities with sufficient accuracy. 

2. Eflects of Low-pass Filtering 

Low-pass filtering results from the inability of the system to resolve fluctua- 
tions associated with small eddies and induces an underestimation of the 
measured turbulent flux. The transfer function characterizing the high- 
frequency losses (TF,,) is 1 at low frequencies, decays to zero at high 
frequencies and may be characterized by its cut-off frequency (f,), that is, the 
frequency at which the transfer functions equals 2-”*. When the cut-off 
frequency is known, the transfer function may be combined in equation (23) 
with the high-pass transfer function (equation (24)) and model co-spectra as 
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defined by Kaimal et al. (1972) or Horst (1997) in order to estimate the 
correction factor. Moncrieff ef al. (1997a) showed in this way that, for a given 
eddy covariance system, the correction factor is a function of wind speed (U) 
and measurement height above the displacement height (hm - d). We show in 
Figure 4 the relation between the correction factor and the cut-off frequency 
for five different (h, - d)/U values. The correction factor values are listed in 
Table 4. The transfer function and its cut off frequency may be estimated either 
theoretically or experimentally. Both approaches will be described here. 

The theoretical description of eddy covariance system transfer functions 
was first given by Moore (1986) for momentum and sensible heat fluxes. It 
was later applied to scalar flux measurements by Leuning and Moncrieff 
(1990), Leuning and King (1992), and Leuning and Judd (1996), who treated 
in particular the systems that use a closed-path gas analyser. A complete 
description of the transfer functions of eddy covariance systems with closed- 
path analysers is given by Moncrieff ef al. (1997a). Following this theory, the 
transfer function of an eddy covariance system is considered as the product of 
individual functions, each describing a particular instrumental effect. The 
instrument effects that damp the high-frequency fluctuations are: the dynamic 
frequency response of the sonic anemometer and of the IRGA, the sensor 
response mismatch,'the scalar path averaging, the sensor separation (Moore, 
1986) and the attenuation of the concentration fluctuations down the sampling 
tube, which is typical of closed-path systems (Leuning and Moncrieff, 1990; 
Leuning and King, 1992; Leuning and Judd, 1996). 

1.4 

I .35 

1.3 
b 1 1.25 

5 1.2 P 
b 1.15 
0 

1.1 

1.05 

1 
0 1 2 3 

Cut-off frequency (Hz) 

Fig. 4. Evolution of the correction factor according to the cut-off frequency. 0, 
(h, - d)/U = 0.2 S ;  0, (hm - d)/U = 1 S; A, (h,  - d)/  U = 5 S; 0, (h, - d)/U = 25 S. 
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Table 4 
Correction factor for high-frequency damping in relation to the cut-off frequency 

(f,,) and to the ratio (hm - d)/U 

0.2 1 5 25 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1 .o 
1.2 
1.4 
1.6 
1.8 
2.0 
2.2 
2.4 
2.6 

4.136 1.819 1.194 1.035 
2.742 I .456 1.094 1.015 
2.246 1.316 1.060 1.009 
1.984 1.24 1 1.043 1.006 
1.819 
1.704 
1.619 
1.552 
1.499 
1.456 
1.388 
1.337 
1.297 
1.266 
1.240 
1.219 
1.201 
1.185 

1.193 
1.160 
1.137 
1.1 19 
1.105 
1.093 
1.076 
1.064 
1.055 
1.048 
1.043 
1.038 
1.035 
1.03 1 

1.033 
1.027 
1.022 
1.019 
1.016 
1.014 
1.01 1 
1.009 
1.008 
1.007 
1.006 
1.005 
1.005 
1.004 

.005 

.004 

.003 

.003 

.002 

.002 

.oo 1 

.oo I 

.001 

.001 

.oo 1 

.oo 1 

.oo 1 

.001 
2.8 1.172 1.029 1.004 1 .ooo 
3.0 1.160 1.026 1.003 1.000 

The first four functions are described in detail by Moore (1986) and will not 
be restated here. They depend only on the sonic and IRGA characteristics and 
on the wind speed, and are thus the same for all the EUROFLUX sites. The 
cut-off frequency of the transfer function that results from the combination of 
these four effects depends slightly on the wind speed, being 2.26 Hz at I ms-I 
and 3.5 Hz at 5 ms-I. Above 5 ms-I, it remains practically constant. These 
values correspond to the maximal cut-off frequency that can be achieved in 
EUROFLUX systems. The resulting error is significant only under high wind 
speeds or at low measurement height (it exceeds 1% when U > 2.5 ms-I at 
h,-d= 4 m, U > 4.5 ms-I at h,-d= 8 m, U >  7.0 ms-I at h,,, - d =  12 m). These 
effects can be neglected most of the time. 

The function describing the sensor separation effect is given by: 

TFs(f)=exp -9.9 1.5 I 6) I 
where Ls is the separation distance between the sensors. Its cut-off frequency 

is given by: 
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0.107U f =-- 
CD-SS 

L S  

It increases linearly with wind speed. The value of the slope of the increase, 
ass, is given for each site in Table 2. It varies from 0.2 to 0.9 m-I. The error is 
thus particularly important at low wind speeds, especially at sites with a Ls, 
and this distance ought to be kept to a minimum. 

The functions describing the attenuation of the fluctuation concentrations 
down the sampling tube are (Lenshow and Raupach, 1991; Leuning and 
King, 1992): 

when the flow in the tubes is laminar, or: 

TF,(f)  = exp { -8ORe-'F 

when it is turbulent. L, and r, are the tube length and radius, U, the air speed in the 
tube and D, the molecular diffusivity of the scalar. The argument of the exponen- 
tial~ in equations (28) and (29) are half the values given by Leuning and King 
(1992) because the latter refer to variance calculations whereas ours refer to 
covariance calculations. On the other hand, the values given by Moncrieff et al. 
(1997a, p. 610, last two formulae) are too big by a factor of 2. In addition, 
following a typographic error, the exponent -1/8 was omitted in their last formula. 

The corresponding cut-off frequencies (f,,.,) are given, respectively, by: 

in the laminar case, and: 

f,,., = 0.666 Re"'6 ~ ut 

IlZ 
in the turbulent case. For the latter, Leuning and Judd (1996) have proposed an 
alternative expression derived from the work of Massman (1 991): 

fCD-, = ln(0.76 
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The tubing cut-off frequencies predicted by theory are given for each site in 
Table 2. The cut-off frequencies are high under a turbulent regime and the 
tubing effect appears insignificant. On the other hand, under a laminar regime 
the cut-off may be reduced to 0.4 or 0.5 Hz and thus it becomes the main 
influence on frequency loss. 

In conclusion, the theoretical approach shows that the transfer function 
depends only on the wind speed and on the system characteristics. In the case 
of the closed chamber system used in the EUROFLUX network, the most 
important characteristics are the tube length and diameter, the mass flow in the 
tubes and the separation distance between the tube inlet and the sonic. 
However, it will be shown that the cut-off frequencies predicted by the theory 
are generally overestimated and consequently that the predicted correction is 
generally underestimated. 

Besides the theoretical approach, an experimental procedure may be 
developed to estimate the transfer functions and correction factors, as 
follows: 

(1)  Select a long time period ( 3  h at least in order to reduce the uncertainties 
on the low-frequency part of the co-spectra) with sunny conditions in 
addition that meets both fetch and stationarity criteria (see section V1.B). 

(2) Calculate the co-spectra for heat (C,,), and for the scalar (Cws for CO, or 
water vapour). 

( 3 )  Calculate the transfer function as the ratio of the normalized co-spectral 
densities as: 

where NT and N ,  are normalization factors. 
(4) Calculate the correction factor by fitting an exponential regression, i.e.: 

TFHF (f) = exp -0.347 - { L9*1 
on the experimental transfer function and introducing it in equation (23). 

T h e x m a l i z w n  factors NT and N ,  should be the real covariances (respec- 
tively wrT’ or w r s r )  or, if similarity between heat and scalar transport is 
assumed, the real standard deviation (respectively aT and 4,). However, the 
measured covariances and standard deviations are lower than the real ones, as 
affected by the high-frequency attenuation. To avoid this bias, an alternative 
way of computing the normalization factor is: 
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f a  

wherefo is a limit frequency, chosen to be low enough for the attenuation be 
negligible in the integrals in equation (34), but high enough for the number of 
points used to estimate the integrals to be sufficient and the uncertainty on the 
normalization factors to be low. 

The co-spectra for sensible heat (the denominator of equation (33)) are 
obtained experimentally and are therefore affected by the dynamic response of 
the sonic (or the high-frequency (HF) thermometer), the scalar path averaging 
and the sensor response mismatch. As the corresponding functions are not the 
same for the sonic or the HF thermometer and the IRGA, these effects are not 
taken into account correctly by the experimental transfer function. However, 
we showed above that these effects were small compared with the tubing or 
with the sensor separation effect, and could be neglected. 

It was shown above that the transfer function depends only on the set-up. 
Consequently, it is not necessary to calculate it every time. An estimation 
every month in order to follow the wear of the pumps (if the flow is not 
controlled) is sufficient. 

Aubinet et al. (unpublished) followed this method and found significantly 
lower cut-off frequencies than predicted by theory. The comparison between the 
theoretical and the experimental transfer function they found for their site is given 
in Figure 5 .  They found f,, = 0.2 Hz for the experimental transfer function, 
whereas the theoretically predicted value was 0.6 Hz. Consequently, the theoreti- 
cally predicted error was half the observed value. In addition, the experimental 
cut-off frequencies are always lower for water vapour than for CO,, which cannot 
be explained only by the differences in molecular diffusivities in equation (28). 

Reasons for these discrepancies may come from uncertainties in the mass 
flow in systems that do not employ a mass flow controller, or from uncer- 
tainties in the real mass flow regime, the Reynolds number not being a suffi- 
cient criterion, as discussed in section 1II.D. The main reason is likely to be 
that the theory ignores the impact of the filters on the transfer function. This 
effect is significant, depends on the filter type and number (increasing with the 
filtration surface) and may be higher for water vapour than for CO,, the former 
being absorbed and released by the filters. For these reasons, it is recom- 
mended: (1) to use the experimental procedure to obtain the transfer function 
and its cut-off frequency; and (2) to deduce the correction factor from the cut- 
off frequency, wind velocity and measurement height, using the results of 
Figure 4 or Table 4. 
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1 .o 

0.2 

Fig. 5. Comparison between the theoretical (dotted line) and experimental (points and 
solid line) transfer functions (TF) of the Vielsalm measurement system. 

VI. QUALITY CONTROL 
To be able to compare the results of different flux measurement stations, the 
quality of the flux data has to be assessed, because otherwise individual flux 
patterns cannot be distinguished from site-specific influences of the method- 
ology. However, the quality of flux measurements in the atmospheric 
boundary layer is difficult to assess, because no standard methods are 
available to calibrate a given experimental design. There are various sources of 
errors in flux measurements, ranging from failure to satisfy any of a number of 
theoretical assumptions to failure of the technical set-up. The resulting errors 
may be systematic and/or randomly distributed (Moncrieff et al., 1996). 
Conflicts with the assumptions made in the derivation of the turbulent flux 
equation arise for certain meteorological conditions and site properties. A 
more detailed description is given by Moncrieff et al. (1997a) and Ibrom et al. 
(unpublished). As these effects cannot be quantified solely from eddy 
covariance data, a classical error analysis and error propagation will remain 
incomplete. The alternative chosen here is to investigate empirically whether 
the fluxes meet certain plausibility criteria. 

Four criteria are investigated here. They concern, respectively, the statis- 
tical characteristics of the raw instantaneous measurements (section VI.A), the 
stationarity of the measuring process (section VI.B), boundary layer similarity 
(section V1.C) and energy balance closure (section V1.D). 
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The quality control of raw instantaneous data may be performed using a 
software package (QC) which applies a series of statistical tests as described by 
Vickers and Mahrt (1997). The FORTRAN package is freely available 
(http://mist.ats.orst.edu/Software/qc/qc.html) and is intended as a safety net to 
identify instrument and data-logging errors before data analysis. The user may 
select which tests are run, limits and thresholds for flagging of data by each test, 
and local averaging scales. Only the tests that we recommend are described here, 
including spikes, higher moment statistics, absolute limits and discontinuities. 
The tests (in italics), described briefly below, warn of suspect data. 

Spikes can be caused by random electronic spikes or sonic transducer 
blockage (during precipitation, for example). An algorithm similar to that 
described by HIdjstrup (1993) detects and removes spikes, replacing them with 
the expected value (based on a local averaging scale and point-to-point auto- 
correlation) before analysis by the other QC tests. A warning is noted 
(flagged) when the percentage of replaced data exceeds a threshold. Data are 
further required to fall within absolute limits and normal ranges of skewness 
and kurtosis. Discontinuities in the mean and variance of a time series 
(coherent on a local averaging scale) are detected using the Haar transform 
(Mahrt, 1991). Finally, each variable is tested for a lower limit in absolute 
variance and a variance ratio for consecutive local windows. 

The QC package was run on all 1997 eddy covariance data from BE2 site. 
Some 13% of all data records were flagged for some problem or another; many 
appeared to be associated with plumbing problems for LICOR sampling, or with 
precipitation on the sonic anemometer. Visual inspection confirmed that flagged 
data were in fact bad (obvious non-physical behaviour in time series, due to 
instrument, logger or computer problems). No effort was made to evaluate data 
that were not flagged. For the flagged data, the breakdown by variable is as 
follows: 10% for u, 16% for v, 13% for w, 19% for TWn, 19% for c, and 24% for h. 
Sixty-nine per cent of the bad data were flagged by more than one QC test; 27% of 
the flags were due to the absolute limits test. The remaining bad data were flagged 
by the following individual tests: kurtosis (3%), Haar tests ( 1  %), spikes (< 1%). 

Computation of fluxes using bad data generally leads to the addition of 
random noise. The effects of such noise on long-term Flux estimates have not 
been quantified. However, it is clearly desirable to minimize problems associated 
with bad data, and the QC program is an objective means of achieving this goal. 

B. Stationarity Test 

One hypothesis used to simplify equation (2) is the stationarity of the 
measuring process. This assumption has to be fulfilled for using the eddy 
covariance method. 
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The non-stationarity test has been used since the 1970s by Russian scien- 
tists (Gurjanov et al., 1984; see Foken and Wichura, 1996) and is based on 
equation (6) for the determination of fluxes. The measured time series of about 
30-min duration will be divided into n/m = 4.. .8 intervals of about 5 min. The 
covariance of a measured signal 6 and 77 (similar algorithm for dispersions 
with &= q) of the interval 1 with m = 6000 (6000 measuring values in 5 min for 
20-Hz scanning, i.e. n, = 36 000 in 30 min) measuring values is: 

(35) 
k = l  

For the test, the mean covariance of the n.m single intervals is used: 

On the other hand, the value of the covariance for the full period will be deter- 
mined according to (compare with equation (35)): 

If there is a difference of less than 30% between the covariances (or dispersions) 
determined with equations (36) and (37), then the measurement is considered to 
be stationary. This is an initial criterion that characterizes the quality of the 
measurements. For practical use, all data with differences < 30% are of high 
quality and those with differences between 30% and 60% have an acceptable 
quality (Foken et aL, 1997). 

C. Integral Turbulence Test 

The integral (normalized) turbulence characteristics (flux variance similarity) 
may be used together with the non-stationarity test for a check on data quality. 
This parameter has been investigated extensively by Wichura and Foken 
(1995). 

The integral characteristics of the vertical wind are defined by: 

and the integral characteristics of the temperature by: 
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(39) 

where uw, and vT are the vertical velocity and temperature standard deviations, 
'p, is the surface layer similarity function, u, is the friction velocity and {is the 
stability parameter defined as (hm - d)L, where L is the Obukhov length. The 
empirical coefficients, a, and bi, are obtained with the model of Foken et al. 
(1991) and given in the updated form by Foken et al. (1997) in Table 5 .  
According to Foken (1999a) these parameters can also be used for stable strati- 
fication. The data quality is good if the difference between the measured 
integral characteristics and the calculated value differs by not more than 
20-30%. For neutral stratification, this test cannot be used for scalar fluxes. 

By definition, the integral characteristics are basic similarity characteristics 
of the atmospheric turbulence (Obukhov, 1960; Wyngaard et al., 1971). 
Because of the similarity in the basic equations, there is a close connection to 
the correlation coefficient. Therefore, they characterize whether or not the 
turbulence is well developed according to the similarity theory of turbulent 
fluctuations. It is possible to discover some typical effects of non-homogeneous 
terrain. First, if there is additional mechanical turbulence caused by obstacles or 
generated by the measuring device itself, the measured values of integral char- 
acteristics are significantly higher than predicted by the model. Second, the 
measured values of integral characteristics are significantly higher than the 
model for terrain with an inhomogeneity in surface temperature and moisture 
conditions, but not for inhomogeneities in surface roughness. This was found 
by De Bruin et al. (1991) and confirmed by Wichura and Foken (1995). 

D. Energy Balance Closure 
A requirement that should be met despite any ecological and climatological 
differences among the flux study sites is the conservation of energy in the 
systems, according to the first law of thermodynamics. Thus, the closure of the 

Table 5 
Coefficients of the normalized turbulence characteristics according to Foken et al. 

(1991,1997) 

5 a, b, a2 b2 

fl,lU* 0 > 5>  -0.032 1.3 0 

uu/u* 0 > 5 > -0.032 2.7 0 

u,/T* 0 > 5 > -0.0625 0.5 -112 

-0.032 > 5 2.0 118 

-0.032 > 5 4.15 118 

-0.0625 > 5 1 .o -114 
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energy balance is a useful parameter to check the plausibility of data sets 
obtained at different sites. In this approach, the sum of turbulent heat fluxes is 
compared with the available energy flux (the net radiative flux density less the 
storage flux densities in the observed ecosystem, including soil, air and 
biomass). If the energy terms balance each other, the quality of the flux data is 
considered to be sufficient. However, there are serious objections to this 
concept, because the radiation fluxes and heat storage terms are also subject to 
errors. Moreover, under certain meteorological conditions, processes, such as 
melting, freezing or heat conductance to cold intercepted rain, which are 
usually not considered in the budget calculation when using a standard set of 
meteorological observables, may contribute considerably to the energy 
balance. Under these conditions the closure cannot be taken as a plausibility 
criterion for flux observations. On the other hand, the apparent lack of energy 
balance does not constitute conclusive evidence for erroneous turbulent flux 
measurement, but might indicate the occurrence of other non-vertical and 
turbulent fluxes (such as advection and subsidence). 

Unclosed energy balance has been published for many study sites covering 
either grasslands or forests, but a comprehensive review of the problem, taking 
all possible reasons for an unclosed energy balance into account, has still to be 
carried out (Foken, 1999b). Despite the likely need for a literature review on 
that particular topic, it is not within the scope of this chapter as it mainly uses 
the closure of the energy balance as an empirical plausibility criterion for the 
question of whether or when the vertical turbulent fluxes represent the total 
fluxes of a scalar. 

Ibrom et al. (unpublished) developed a statistical procedure to tackle this 
problem and were able to derive characteristic relationships between the 
closure of the energy balance and certain meteorological conditions at their 
study site. These relationships are expected to be influenced by site properties 
such as fetch, roughness and mesoscale effects. In this investigation, this 
hypothesis will be tested by comparing the long-term flux data of six 
EUROFLUX sites. 

Table 6 lists the locations and equipment used at the six selected 
EUROFLUX sites. Although most of the technical details of eddy flux 
measurements have been harmonized among the EUROFLUX teams, some 
important aspects of the experimental set-ups, in particular the net radiometer 
type, were chosen by each group individually. In a field intercomparison of 
different net radiometers within the Boreal Ecosystem Atmosphere Study 
(BOREAS) project, Smith et al. (1997) observed deviations of up to 16% from 
their standard device, due mainly to different calibrations of the sensors. The 
implication is that flux networks such as EUROFLUX need to intercompare the 
meteorological sensors in addition to the sensors used for flux d-ination. 

To represent the relative degree of energy balance closure (EBC) in a data 
set, the slope of a linear regression, s , ,  and the slope of a linear regression 



Table 6 
Site parameters and sensors used for assessment of energy flux terms at six flux stations 

Location 

Elevation 
Fetch 
Slow 
h , l d  

Net radiation budget 
Y 

Turbulent fluxes 

High-pass filter 

Rate of change of heat 
storage derived from 

Soil 

Canopy air space 

Biomass 

50" 18' N 
6" 00' E 
450 
300-1500 rn 
3% 
11.5 m 
Schenck type 81 1 1 
Solent R1024 
LI-6262 
RM (200 s) 

44" 42' N 
0" 46' E 
60 
300to> 1OOOm 
None 
12 m 
REBS Q7 
Solent R1024 
LI-6262 
RM (200 s) 

1 profile in 5 
depths + 8 depths + 
humidity humidity 
profile profile 
2 air temperatures 11 temperatures 
in canopy in canopy 

8 temperatures 54 temperatures 
in tree trunks at different 

4 profiles in 

locations 

48" 40' N 
7" 05' E 
300 
500 rn 
None 
8 m  
REBS Q7 
Solent R 1024 
LI-6262 
RM (200 s) 

Not derived 

Sonic temperatures 
at reference 
height 
5 x 4 temperatures 
in tree trunks 

50" 09' N 
11" 52' E 
780 
200 m 
None 
20 m 
SchulzelD5ke 
Solent R1024 

LD 
LI-6262 

6 heat flux 
plates 

Temperature 
and humidity in 
canopy air 
Bole temperatures 
and radiation 
temperature 

50" 58' N 
13" 38' E 
380 
150 to > 500 rn 
< 5" 
20 rn 
Schulze/D&e 
Solent R1024 

None 
LI-6262 

Heat flux 
plates 

Temperature 
and humidity in 
canopy 
Temperature 
at reference 
height 

5 1" 46' N 
9" 35' E 
500 
270 to > 500 m 
3" 
16 rn 
SchulzeiTXke 
USAT-3 
LI-6262 
LD 

4 profiles in 
5 depths 

6 temperatures 
and humidities 
in canopy 
1 air 
temperature 

RM, running mean; LD, linear detrend. 
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forced through the origin, s,, are used. This is necessary because the linear 
relationship between turbulent energy fluxes andavailable energy usually 
produces a significant intercept. Consequently, EBC cannot be represented by 
one single parameter. The two estimators describe the sensitivity of turbulent 
heat fluxes to available energy, s,, and the relative location of the centre of the 
data with regard to the 1 : 1 line. Under optimal conditions, both should be 
equal to 1. The data sets are subdivided into classes according to thepar -  
ameter of interest to investigate the functional relationship between EBC and 

~ various turbulence parameters (Ibrom et al., unpublished). The calculated 
EBC estimators are then compared with the average value of the parameters 
given in Table 7. 

Figure 6 and Table 7 present individual relationships between the turbulent 
energy fluxes and the available energy for six EUROFLUX sites. Only data 
measured at temperatures higher than 1 "C were taken into account in order to 
exclude, for example, the effects of snow and hoarfrost on the measurements. 
However, rain events that could also have affected the quality of the measure- 
ments have not been filtered out from all of the data sets considered here. All 
data sets have a very similar shape, where a large proportion of the data 
(60-75%) is located in the region of f 100 W/rn-,. The standard deviation 
around the regression line is of the same order of magnitude, ranging from 40 
to 84 W h 2 .  In most cases, the variability of available energy fluxes explains 
more than 85% of the variance of the fluxes of turbulent energy (Table 7). EBC 
values for whole data sets range from 0.7 to full closure if expressed by the 
estimator s, .  In all cases, the slope of a linear regression forced to the origin, s2, 

Table 7 
Parameters of linear regression of turbulent energy fluxes (i.e. the sum of latent and 

sensible heat flux against available energy). 

Site Type Slope Intercept R' Root mean 
( W m-,) square error 

( W m-*) 

BE1 
BE 1 
FR2 
FR2 
FR 1 
FR 1 
GE 1 
GE 1 
GE2 
GE2 
GE3 
GE3 s2 

0.936 
0.926 
0.997 
0.892 
0.756 
0.7 13 
0.726 
0.704 
0.944 
0.922 
0.798 
0.773 

-4.2 
0.0 

-32.3 
0.0 

-19.0 
0.0 

-10.3 
0.0 

-9.0 
0.0 
-9.7 
0.0 

0.90 63.0 
63.0 

0.93 43.6 
49.1 

0.91 52.8 
54.6 

0.88 62.4 
62.9 

0.84 84.1 
84.4 

0.92 39.4 
40.3 
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Fig. 6. Scatter diagrams and regression lines of relationship between the turbulent 
fluxes of energy and available energy fluxes. 

is lower than that of the regular regression, s,, although this effect is not 
important for the BE1 site. The data set with the highest estimators,, FR2, has 
the lowest negative intercept. Accordingly, the estimator s2 is about 10% lower 
than s,. The estimated relative contribution of the energy storage terms to 
energy transfer at site FR2 is, on average, twice that for the other sites. 

These findings confirm the common observation that the energy balance 
tends to be more or less unclosed, an indication that non-vertical or non- 
turbulent fluxes need to be incorporated in the budget calculation, or that 
there are substantial errors in other energy flux terms which lead to an under- 
estimation of available energy fluxes. 

The use of linear regression for the whole data set suppresses the effects 
of low absolute fluxes. It can be seen at first glance that the relative 
agreement between turbulently transported energy and available energy is 
much worse for lower than for higher available energy. Thus it is necessary 
to go into more detail by using data sets selected by different meteorological 
conditions. In practice, a relatively large number of parameters could be 
used to separate the data into subsets and investigate whether they serve as 
an indicator for the data quality or not, but in most cases the parameters are 
not independent. The most effective parameters are those connected to 
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turbulence generation and vertical exchange, such as the normalized 
stability parameter 6 and friction velocity u,. 

Results of the selective statistical analysis are shown in Figures 7 and 8 4  
data sets show a common pattern. In conditions of unstable stratification, EBC 
is shown to be high, whereas it is low at stable stratification. The values under 
neutral stratification are less accurate, because many of the energy flux 
measurements approach zero and become much smaller than the average 
standard deviation around the regression line. This effect is shown by the 
larger standard error of the est imatems in Figure 7) and some outliers in the 
near neutral region. By comparing EBC values classified into different stratifi- 
cation regimes w m e  values for the whole data set (Table 7), it turns out that 
only the highest EBC values at unstable stratification fall in the same range as 
the high values c a l c u k d  for the complete data set; already starting with 
neutral stratification, EBC becomes verylow at stable stratification. 

To complete this brief analysis, EBC and friction velocity are compared 
under two different stratification regimes. A g a i i h e  data show a common 
picture. At both stable and unstable conditions, EBC grows with increasing u, 
over the whole range at unstable conditions and in the range between zero and 
0.4 ms-1 at stable stratification. Above the threshold of 0.4 ms-1 the estimates 
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Fig. 7. Functional relationships between the relative energy balance closure and the 
non-dimensional stability parameter C for six EUROFLUX stations. 
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Fig. 8. Functional relationships between the relative energy balance closure and the 
friction velocity for six EUROFLUX stations. 

become less accurate. For near neutral conditions, the energy is very low and 
small absolute errorskome important. 

The sensitivity of EBC to u, is much larger at stable than at unstable condi- 
tions. This suggests that, at night time, the fluxes could be underestimated 
owing to a lack of turbulent transport. - A similar process is observed for CO, 
fluxes at night (section X). Even if EBC appears to be influenced by u, at 
stable stratification, this is no evidence for a cause-effect relationship. As 
expected from its definition, u, is tightly correlated with the stability par- 
ameter {. Consequently, classifying the data with u, will sort the data 
according to stability as well. Even though distinction cannot be made 
between different causes, the statistical evidence can b s e d  to derive 
thresholds of 5 or u, that are related - with a certain degree of EBC. 

The relationships between EBC and turbulence parameters indicate that 
vertical exchange plays an important role in the distribution of energy fluxes 
into different non-vertical turbulent fluxes, which are consequently lacking if 
merely eddy covariance data are used. These effects seem to be general, as they 
have occurred at all sites investigated. The differences of closure with time, due 
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to distinct meteorological conditions, seem to be much more important for the 
quality of flux data than the averaged differences between the sites. 

At the moment we are not able to explain the relatively small differences 
between the sites, because the intercomparison of the net radiometers has 
not yet been carried out and estimation of the rate of change of energy 
storage in the biomass and in the soil is still done differently at the different 
sites. Thus their relative contribution to the energy balance is more likely to 
be due to different calculation procedures than to real flux differences at the 
site. These relationships suggest that an even more detailed analysis will 
prove to be of benefit. 

VII. SPATIAL REPRESENTATIVENESS OF MEASURED 
FLUXES 

To cover the widest climate range and as many forest types as possible, the 
flux measurement network has to consider sites that are not necessarily ideal 
for eddy covariance measurements. In particular, heterogeneous forests are 
studied more and more often. The main question for these sites is to know to 
what extent the fluxes (and the annual sums) are representative of the real 
ecosystem flux. To know this, it is necessary to locate the flux sources and to 
establish the distribution of the frequencies at which they influence the flux 
measurements. 

The footprint analysis allows estimation of the source location. It is based 
on lagrangian analysis and relates the time-averaged vertical flux of a quantity 
at the measurement point to its turbulent diffusion from sources located 
upwind from the measurement point. The extent to which an upwind source 
located a certain distance from the measurement point contributes to observed 
flux has been termed the source weight function or flux footprint (Schmid, 
1994). In footprint analysis, the relationship between the surface sources 
(downward flux is equivalent to negative sources at the surface) and the 
measured flux is studied. This can be achieved by analytical (e.g. Schuepp 
et d., 1990; Horst and Weil, 1994; Schmid, 1994) and stochastic simulation 
approaches (Leclerc and Thurtell, 1990). 

Frequently, the cross-wind integrated footprint models are used to evaluate 
the adequacy of the fetch of a homogeneous stand in a certain wind direction 
and under certain stability conditions. This is done by estimating the fraction of 
flux contributed by the sources within the homogeneous fetch assuming 
uniform surface sources. Alternatively, an upwind distance giving a significant 
fraction of flux can be estimated. Different analytical models differ in their 
complexity. For example, the simplest analytical model by Schuepp et al. 
(1990) for the cross-wind integrated flux footprint, assumes constant wind 
speed in the vertical and does not explicitly include the effects of atmospheric 
stability. For the evaluation of cross-wind integrated footprint by a stochastic 
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approach, a uniquely defined one-dimensional stochastic model (along-wind 
turbulent dispersion is neglected) for particle trajectories with parameterization 
for the atmospheric surface layer (Wilson and Sawford, 1996) can be applied. 

Table 8 gives estimates of the horizontal position of the footprint peak and the 
distance for 80% of cumulative footprints by three different footprint models for 
two measurement height (hm - d )  to roughness length (z,) ratios. The results 
corresponding to model HW are obtained by applying the approximate version 
of the analytical model by Horst and Weil(1994), and in stochastic simulations 
the uniquely defined one-dimensional model was applied. Distances are 
normalized by height. Of the three models, the HW and stochastic models are in 
better agreement, while the simplest model by Schuepp et al. (1990) predicts 
further distances for peak location as well as for the 80% cumulative footprint 
value. The difference is greater for low observation levels relative to roughness 
length. Of the three modeIs, the more realistic cross-wind integrated footprint 
models-the Horst and Weil (1994) or the stochastic model-are recom- 
mended. Of these, the HW model is easier to apply but, in practice, it cannot be 
solved for very low measurement height : roughness length ratios. 

For measurements above forests, such low values apply (often 20 or even 
less). Under these conditions, the footprint models designed for application 
inside the surface layer are not strictly applicable. The stochastic models can 
be parameterized for more complicated flow conditions and also to account for 
the roughness sublayer effects above the forest. Baldocchi (1997) has studied 
the footprint characteristics for the levels inside and above the forest, 
assuming that the sources are located on the forest floor (in the case of surface- 
layer footprint analysis, the height of sources is assumed to be d + z,,, roughly 
the upper levels of the canopy, and this level is not permeable for flow). The 
footprints for measurements inside the forest were observed to be much closer 
than footprints for measurements inside the surface layer (Baldocchi, 1997). 
For measurements above the forest, the level of sources is not well defined, but 
this is not likely to introduce great uncertainty owing to the relatively slow 
horizontal dispersion inside the canopy. 

Table 8 
Normalized location of footprint peak (Xm, h i 1 )  and 80% of cumulative footprint 

(X,, h i 1 )  for three cross-wind integrated footprint models 

Schuepp et al. (1990) 6.7 11.4 60.3 102.3 
Horst and Weil(l994) 4.2 8.5 44.1 83.5 
Wilson and Sawford (1996)* 3.8 9.1 35.4 71.8 

*Stochastic simulations with one-dimensional trajectory model. 



156 M. AUBINET ETAL.  

VIII. SUMMATION PROCEDURE 

The net ecosystem exchange is the sum of different physiological compo- 
nents: the gross leaf assimilation, A ,  and the leaf, wood, root and heterotrophic 
respiration rates, R,, Rw, R,, Rh: 

N e = - A + R I + R w + R r + R h  (40) 

This equation is derived from Ruimy et al. (1995) with sign adaptations to 
fit the meteorological conventions (i.e. positive upwards, negative down- 
wards) According to equation (l), the storage and advection terms are 
included in N,. The assimilation and all the respiration terms are positive. 
The integration of N,  over a given period T, gives the net ecosystem 
production (NEP): 

l + T #  

NEP = - j N , d t  
1 

This sum may be directly deduced from eddy covariance and storage flux 
measurements. The procedure used for the summation, including data gap 
filling (section IX), night flux corrections (section X) and estimates of uncer- 
tainties (section XI), is detailed below. 

Other sums of physiological relevance are the net primary productivity 
(NPP)  which quantifies the net CO, flux exchanged by the vegetation (soil 
excluded): 

and the gross primary production (GPP) that quantifies the total mass of 
synthesised glucides: 

I + T ,  

GPP=-  I ( N e  - R ,  - R ,  - R ,  - R , ) d t  (43) 
I 

However, neither of these can be deduced from flux measurements. The NPP 
calculation requires knowledge of the heterotrophic respiration. This is not 
available directly even when the eddy covariance system is complemented by 
soil chambers that measure soil CO, fluxes. Indeed, this system does not 
distinguish between heterotrophic and root respiration. 
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The GPP computation would require the knowledge of the total ecosystem 
respiration. In particular, it would take into account the difference between day 
and night-time leaf respiration, which is significant (Ruimy et al., 1995; P.G. 
Jarvis, personal communication, 1998). This difference cannot be deduced 
from flux measurements. 

Alternative sums may be deduced from the flux measurements as the 
daytime (night-time) NEP is obtained by integration of N, only on day (night) 
periods. These quantities do not depend on any data treatment but they cannot 
be directly related to the fluxes of physiological relevance. A sum currently 
(but erroneously) named gross primary production (GPP’)  may currently be 
deduced using the following procedure: 

(1) To liken the night-time CO, flux to the total ecosystem respiration (RtOt = 

(2) To fit a regression equation on the respiration to temperature response. 
(3) To use this equation to estimate daytime respiration. 
(4) To calculate the summed respiration over day and night. 
(5) To deduct this sum from the NEP. 

Caution is required when calculating this sum to avoid several errors. The 
night-time fluxes must be selected according to a turbulence criterion in order 
to eliminate the underestimation error (section X). The temperature used as a 
reference for the respiration response must be chosen appropriately. To avoid 
extrapolation errors, it is necessary to choose a temperature for which daytime 
and night-time ranges are close together. To that end, the soil temperature (i.e. 
at 2-cm depth) is advisable as a reference as its daily cycle is damped and 
logged compared to air temperature. It is, of course, a gross simplification to 
choose a unique reference temperature given that the respiring elements are 
spread in the ecosystem and are submitted to different temperatures. 

Again, in order to minimize the extrapolation error, the regression 
equation must be chosen so as to provide a non-biased residual distribution. 
In particular, the modified ArrhCnius equation is advisable (Lloyd and 
Taylor, 1994): 

R, + Rw + Rr + R J .  

{ Rtot = R,, exp 308.56 - 
(5:02 - Ts - 227.13 

whereas the classical exponential regression using R,, and Q,, parameters is 
not advisable because it does not reflect correctly the dependence on temper- 
ature, Q,, being shown to decrease with temperature (Lloyd and Taylor, 1994). 
The parameterization of R according to temperature could be completed by a 
response to the soil water content, which is significant on dry soils (FR2). 
Finally, GPP’ obtained with the procedure described above differs from GPP 
as it ignores the difference between daytime and night-time leaf respiration. 
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IX. DATA GAP FILLING 

Gaps in long-term data series are almost unavoidable. They may occur as a result 
of system breaks for routine maintenance or calibration, inadequacy of the mete- 
orological conditions or complete system failures. In EUROFLUX, the effort put 
into maintenance of the measuring systems reduces the data gaps to less than 
15% of the total data. The data gaps may be filled in different ways: interpolation, 
parameterization or use of a (non-) linear regression equation. By way of example 
of one approach, gap filling by neural network techniques is described below. 

A. Interpolation and Parameterization 

The following procedure, using both interpolation and parameterization, may 
be followed in order to fill the CO, flux gaps: 

(1 )  To gather flux data per several day-periods. The length of the period may 
vary from site to site: it must be short enough for seasonal trends to be 
insignificant but long enough to allow a reasonable interpolation. For 
temperate regions, a 10-day period is a good compromise. 

(2) For day-time, when Photosynthetic photon flux density (PPFD) is 
available, to fill data gaps, using a parameterized response of N,  to PPFD 
(exponential, see for example Aubinet et al. (unpublished); or hyperbolic, 
for example Valentini et al. (1996). Night-time, when soil temperature is 
available, to fill data gaps using a parameterized response of N ,  to Ts 
(equation (44)). The parameterization of the N, to PPFD response must be 
re-evaluated each month to take seasonal fluctuations into account. If 
necessary, the parameterizations may consider additional variables, such 
as the air temperature and saturation deficit for day-time data, the soil 
water content for both day- and night-time data. SVAT models are not 
recommended for data gap filling when the measured data obtained from 
this procedure are used for their own calibration and validation. If PPFD 
or temperature is not available, the data remain missing. 

(3) For each half-hour, to sum on the period the corresponding fluxes 
(measured and parameterized) and to estimate the possible missing data as 
the corresponding mean. 

B. Neural Networks 

The data collected at the EUROFLUX stations can be separated into prog- 
nostic (such as wind speed, temperature, specific humidity, global radiation 
and incoming long-wave radiation) and diagnostic (such as latent heat flux 
and CO, flux) data. For most modelling applications, complete time series of 
prognostic data are compulsory, whereas diagnostic data are used for cali- 
bration and validation of the model only. In that case, complete time series of 
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the diagnostic data are not needed: short periods with reliable data are 
generally sufficient. On the other hand, for comparison of diagnostic data 
between sites, complete time series of those data are a necessity. 

As is well accepted by most modellers, the best model to fit a time series is a 
non-linear regressor (see for example Mihalakakou et al., 1998). The drawback 
of using it is that there is no information on the system; in other words, it is a 
complete black box. However, for gap-filling purposes, understanding the 
underlying physics is not really of interest. For this reason, a non-linear 
regressor such as a neural network is an excellent tool to fill data gaps. A neural 
network is especially useful if a full theoretical model cannot be constructed 
(Gardner and Dorling, 1998). This may be the case if data from other sites are 
used to fill the gaps, or if relations are described by ill-defined empirical func- 
tions, as is the case between global radiation and CO, flux. For the examples 
shown here, the neural network tool of SaxCn and SaxCn ( 1  995) is used. 

1.  General Network Architecture 

Although it is not possible to prescribe a single configuration of a neural 
network for all problems, some general considerations can be taken into 
account. It has been shown (e.g. Huntingford and Cox, 1997) that the archi- 
tecture of a neural network that will be able to simulate almost any relationship 
consists of, at least, one hidden layer with four or more nodes. The input nodes 
have a linear activation function by default; the nodes in the hidden layers 
should have a logistic or hyperbolic tangent function. The output node may 
have a linear activation function, which enables the output signal to have any 
value. It is generally recommended to scale the input signals by using the 
means and standard deviations of the whole data series. This is to prevent the 
network from ignoring input nodes with a small range, which may happen if 
the randomly assigned initial weights are small for the input node with the 
small range. Also not strictly necessary but recommendable is to remove as 
much of the expected behaviour of the target variable as possible. This may be 
done by using as a target value the residue of the original variable minus, for 
example, the same variable simulated with a simple known physical relation or 
minus the same variable measured by another instrument. The network can 
then be used to predict the differences, instead of the actual variable. 

Selection of the number of input and hidden nodes is not straightforward. If 
the number of nodes is too small, the network will fail to converge. On the other 
hand, too many nodes will result in over-fitting. To decide on the number of 
hidden nodes, a separate test data set may be fed to the network simultaneously 
with the training data set. Increasing the number of nodes will increase the 
degrees of freedom and therefore the goodness-of-fit of the training data set. 
However, if the goodness-of-fit of the test data set decreases at the same time, 
this is an indication of over-fitting and the number of nodes should be decreased. 
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2. Examples 

As an example, global radiation is simulated. In Figure 9 the network configu- 
ration is depicted. As input variables for the network, the air temperature, 
relative humidity, wind speed and incoming global radiation at the top of the 
atmosphere are used. The target variable of the network is the residual of the 
measured global radiation minus a fixed fraction of the global radiation at the 
top of the atmosphere. The fraction was chosen such that, on a clear day, the 
residual would be almost zero. As activation function for the input and output 
nodes, a linear function is used, while for the hidden nodes a sigmoid varying 
between 0 and 1 is used. 

Here the network was used to simulate the effects of clouds on global radi- 
ation. The network was trained on a data series of 60 days. Figure 10 shows the 
results of using the trained network for a separate data set. Although the results 
are not excellent (on some days the differences may be as large as 200 W m-2), 
they show that the network is capable of simulating relatively complicated 
relationships. Possibly the results may be improved by using a longer data set 
for training andlor other input variables. 

global radiation (measured) 
minus 

0.75 global radiation at the top of the atmosphere 

output iayer 

hidden layer 

input layer 

global radiation 
at the top of the wind 

speed atmosphere 

air relative 
temperature humidity 

Fig. 9. Example of a neural network configuration with four input signals, one hidden 
layer with four nodes and one output signal. 
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Fig. 10. Simulation of global radiation at a clear day (left) and a cloudy day (right). 

In Table 9 the regression results are presented for the training and vali- 
dation data sets. Here the regression results are also shown filling gaps in 
data series of the latent heat flux and the CO, flux. For the latent heat flux, 
the target variable was the residual between the measured flux and the flux 
calculated using the Penman-Monteith equation with a fixed surface resis- 
tance of 100 s m-I for dry conditions and of zero for wet conditions. The 
global radiation, temperature, humidity deficit, soil moisture content at 
50 cm depth and precipitation rate were used as driving variables to explain 

Table 9 
Results of the regression of simulated versus measured data 

Variable Constant Slope RZ 

Global radiation (c) 25.60 W m-2 0.85 0.85 
Global radiation (v) 33.68 W m-2 0.89 0.79 
Latent heat flux (c) 7.95 W m-2 0.78 0.68 
Latent heat flux (v) 40.61 W m-2 0.60 0.55 
Carbon flux (c) -1.04 pmol m-2 s-' 0.79 0.75 
Carbon flux (v) -0.15 pmol m-2 s-I 0.90 0.69 
Carbon flux as a function of global radiation -4.47 pmol m-' s-I 0.36 0.44 

The (c) indicates calibration results, while (v) stands for validation results. 
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the residual. One month of data was used for calibration and another month 
for validation. This period is probably too short. Huntingford and Cox 
(1997) used a neural network to simulate the stomata1 conductance and 
found that the neural network could explain 74% of the variance in their test 
data set. The carbon flux was simulated using a neural network and an 
empirical relationship. The neural network used global radiation, air temper- 
ature, net radiation, soil temperature, soil moisture content, CO, concen- 
tration in the trunk space, sensible heat flux, latent heat flux and friction 
velocity as input variables, with carbon flux as the target variable. To train 
the network, 40 days of 30-min data were used. For validation, an extra 10- 
day period was used. Only daytime values were considered. For the training 
period, the network explained 75% of the variance, while for the validation 
data set this decreased to 69%. To compare this with a conventional method 
of filling data gaps, a non-linear relationship between carbon flux and global 
radiation was used. The performance of such a relation is much worse in 
comparison with the network results (see Table 9). 

These results show the benefits of using a neural network, especially if 
there is no need to investigate the physical relations of the processes, as when 
the prime purpose is to fill gaps in data series. It should be borne in mind that 
a neural network is suitable only to interpolate. Extrapolation outside the 
range of the training data may lead to unexpected results. More suggestions on 
the use of a neural network for atmospheric sciences are given by Gardner and 
Dorling (1998). 

X. CORRECTIONS TO NIGHT-TIME DATA 
There is some likelihood that, during stable night-time conditions, CO, 
exchange is underestimated by the eddy covariance measurements. This is 
supported by the apparent correlation between u, (used as a measure for 
turbulent mixing) and CO, efflux during the night (Grace et al., 1996; 
Goulden et al., 1996a). Indeed, night-time efflux resulting from ecosystem 
respiration is controlled mainly by temperature and soil water content; it 
should be independent of turbulence if correlations between u, and temper- 
ature are removed. Turbulence may, however, affect soil respiration by 
‘pressure pumping’ at high levels of u,, but in the range of interest for stable 
night-timeconditions there is no evidence for that. Moreover, the relation 
between EBC and u, observed under stable conditions at different sites 
(Figure 8) confirms that the observed underestimation of the CO, fluxes at 
night comes from a lack of turbulence rather than a varying CO, source 
strength. Underestimation of the night-time CO, flux is an example of a 
selective systematic error and as such can be a serious problem, particularly 
when long-term budgets are estimated by integration of short-term flux 
measurements (Moncrieff et al., 1996). 
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Stable nights increase the importance of accounting for storage of CO, in 
the layer below the eddy flux system. CO, stored within the forest during the 
night can be partly assimilated in the morning and partly flushed out. 
Although this leads to a discrepancy between released CO, and measured 
flux in the short term, it does not affect the long-term budget as long as the 
morning flush is captured by the measurement. It would appear that storage 
may not account for the total loss of fluxes, and some of the CO, that is 
released by the soil and the vegetation seems to leave the forest by as yet 
unquantified routes. Possible mechanisms may be katabatic flow or high- 
frequency fluctuations that are not detected (Goulden et al., 1996a; Moncrieff 
et al., 1996), slow diffusion or local convection cells. There is some evidence 
that some CO, does leave the forest vertically, without being measured by the 
eddy covariance system, when storage of CO, above the eddy correlation 
system exceeds the measured flux (Figure 11). 

A way to correct for flux underestimation during stable nights is to replace 
the measured fluxes by the simulated efflux estimated by a temperature 
function derived during well-mixed conditions. Two general problems with 
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Fig. 11. CO, flux measured by eddy correlation and CO, storage above the eddy 
correlation system during a calm and a well-mixed night at Norunda, central Sweden. 
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this approach are: (1) the sensitivity of the CO, budget to the threshold value of 
u, that is used to distinguish between stable and well-mixed conditions 
(Grelle, 1997); and (2) the potential risk of ‘double counting’ if there is a 
morning flush of CO,. 

To estimate the effects of night-time stability on night-time fluxes at 
various sites, nocturnal CO, release was plotted against friction velocity for 
ten EUROFLUX sites (Figure 12). To reduce the scatter, data have been sorted 
by u, in intervals of 0.05 m s-I. To eliminate correlations between u, and 
temperature, the CO, fluxes have been normalized with the simulated flux 
estimated by a temperature function. For some sites, however, a representative 
temperature function could not be established with the available data, either 
because variations in temperature were too small or because there were too 
few occasions with well-mixed conditions. In these instances, data were 
confined to a narrow temperature range (1.5 K) and normalized by the ‘satu- 
ration value’ reached at high friction velocities. These two approaches have 
also been used by Goulden et al. ( 1996a). 

The results for the different EUROFLUX sites are shown in Figure 12. By 
weighting the relative underestimations with the frequency distribution of the 
friction velocity, a relative loss of CO, efflux can be estimated (Figure 13). 
Because of the different normalizing procedures used for individual sites, the 
saturation value of the normalized efflux was taken as the reference for zero 
loss rather than the 1 .O constant. 

This is a rather rough estimation which generally depends on the time period 
and the number of data points. However, it gives a clue to the importance of 
storage for the correction of short-term night-time fluxes at the individual sites. 

XI. ERROR ESTIMATION 

Many of the potential sources of error have been described in preceding 
sections, for example errors introduced by non-steady-state conditions, 
advection, complex terrain and instrumentation error. Every flux network 
operates within the constraints imposed upon it by natural variability in atmos- 
pheric and surface properties. Wesely and Hart (1985) estimated that such 
variability, in combination with instrumentation errors, restricts the accuracy 
of an individual turbulent flux measurement to between 10% and 20%. If the 
errors are random, then integrating the individual half-hourly flux estimates 
over a day will improve this figure, and thus daily integrals are likely to be 
reasonable. Businger ( 1986) investigated errors between different eddy 
covariance systems and found that, in general, systematic errors of the order of 
30% or more, and random errors of the same magnitude, existed. The network 
approach, of course, removes some of this potential source of error by harmo- 
nizing the instrumentation and software across sites. At any one site, a careful 
review of all the components in an eddy covariance system is essential. In one 
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Fig. 12. Normalized night-time CO, fluxes at 10 EUROFLUX sites sorted by friction velocity into intervals of 0.05 m s-I. Normalization 
is done either by a temperature response function ( T )  or by the saturation value (9. n = number of data points. 
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Fig. 13. Relative loss of night-time fluxes for 10 EUROFLUX sites and the storage 
component. 

of the few papers describing errors in long-term flux studies, Goulden et al. 
(1996a) suggested that the long-term precision of their eddy covariance flux 
measurements was f 5 % ,  and they estimated that their annual net canopy 
exchange of carbon should be regarded as being within f 30 g C m-* year-’. 

The EUROFLUX partners have adopted the error terminology defined by 
Moncrieff et al. (1996), i.e. that errors can loosely be either random and/or 
systematic (the latter being subdivided into full or selective errors) and that a 
full error analysis is essential for published flux estimates. In addition, flux 
estimates from EUROFLUX will be published as X f a * b, where X is the 
mean value of the result, a is the estimate of stochastic (random) uncertainty, 
and b is an assessment of systematic uncertainty because of possible 
systematic errors in the system. Many of the quality checks applied within 
EUROFLUX as part of the accepted methodology will isolate gross errors and 
inconsistencies, and careful calibration and analysis routines will help to 
prevent the more insidious selective systematic errors. Errors will remain, 
however, and must continually be checked for and eliminated. 

One method that is useful for predicting the likely impact on integral flux 
estimates of different types of error follows the procedure outlined in 
Moncrieff et al. (1996). In brief, it is desirable to produce daily plots of CO, 
and H,O fluxes averaged over a particular time period, such as a week or a 
month and then to apply ‘errors’ of different types and magnitudes to those 
mean values at different times of the day or night. The advantage of this 
approach is that it permits the unequivocal nature of the source or sink of 
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carbon, for instance, to be stated with some justification. The net flux over the 
mean daily cycle is directly proportional to the overall net flux over the 
measurement period. This approach is valid as long as the basic character of 
the daily cycle does not vary significantly from day to day. 

XII. CONCLUSIONS 
To meet the requirement for information about biosphere-atmosphere interac- 
tions, several measurement networks have been originated. The EUROFLUX 
network, aiming at measuring long-term net carbon dioxide and water vapour 
exchanges between European forests and the atmosphere, was first initiated in 
1996. It was followed in 1998 by the Ameriflux (northern and central 
America) and Medeflu (Mediterranean countries) networks, as well as the 
tentative global NETFLUX network, which pursue the same goals. Further 
networks in Japan, Australasia and southern America are planned. At present, 
in 1998, about 80 stations measuring CO, and H,O fluxes exchanged by 
different ecosystems with the atmosphere are to be found around the world; 
the number is growing and there is a call for the stations to constitute a 
permanent network operating like surface weather station networks (Running 
et al., unpublished). 

The history of surface weather stations teaches us that an essential 
requirement for such a task is the standardization of the measurement 
procedure. In the present case, the eddy covariance method was chosen on all 
sites because it is the only method that allows direct measurement of the fluxes 
at the ecosystem scale (several hectares), at a half-hourly time-scale and 
continuously over several years. However, standardization of the eddy 
covariance method requires not only the choice of a common measurement 
system, but also the setting up of a procedure for computing, correcting, 
summing and checking the quality of the measurements. 

In EUROFLUX, standardization of the measurement system was achieved 
from the beginning, as each team agreed to use the same system. It comprises 
a three-dimensional sonic anemometer coupled with a closed-path infrared 
gas analyser. Reliability, handling facilities but also commercial availability 
of the system motivated this choice. In addition to this, a standard 
measurement procedure had to be achieved. The aim of this chapter was to 
present this. 

Computation of the fluxes from instantaneous measurements is a complex 
procedure (to give an idea, one half-hourly flux derives from more than 22 400 
instantaneous measurements) that includes high-pass filtering, time-lag esti- 
mation, mean and (co)-variance computation, co-ordinate rotation, and 
conversion from covariances to fluxes. In this chapter we have proposed a 
standard way of achieving these operations and have presented a method for 
testing the software that performs them. 
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The fluxes are also subject to full or selective systematic errors due to 
instrument limitations or non-ideal meteorological conditions. Thus, a 
correction must be introduced. We have compared different approaches for 
correcting the fluxes and, finally, have proposed a standard method. In 
addition, we have proposed a series of tests for assessing the quality of the 
measurements as well as different methods that allow prediction of the spatial 
representativeness of the fluxes. 

Half-hourly fluxes must be summed in order to give the annual net 
exchanges of CO, and H,O. We have discussed the relevancy of different vari- 
ables and have presented procedures for data gap filling. Finally, we described 
a way of estimating the error. 

All the procedures described in this chapter represent the present state-of- 
the-art in EUROFLUX. They are followed by the 12 teams of the group. We 
propose them as a standard procedure to be used by all eddy covariance 
measuring stations. 
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APPENDIX A 

Computation of the Two-axis Rotation Matrix Elements 
Two rotations are successively applied around the z and y axes. The first aligns 
u into the x direction in the x-z plane and nullifies v, according to: 

with 

and where the rotation angle, its cosine and sine are: 
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The second rotation forces u to point along the mean wind direction. It 
nullifies w according to: 

with 

cos@ 0 sin$ 

0 1 0  

-sin@ 0 cos@ 
A , ,  = 

and where the rotation angle is: 

That is, in terms of the non-rotated components of the velocity: 

The two-rotation matrix is obtained by multiplication of the single rotation 
matrices: 

Finally, by introducing in equation (A3) the expressions (Alb) and (A2b) of 
the single-axis rotation matrix, in which the sine and cosine functions are 
expressed according to (Alc) and (A2d), we obtain: 

A, = 
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APPENDIX B 
Computation of the Third Axis Rotation 
The third rotation is performed around the x axis: 

175 

and nullifies the v’w’ covariances. Kaimal and Finnigan (1994) showed that 
the angle that fulfilled this condition is: 

--I-/ 

(B2) v *w2 - v2w2 
--12 --12 

- 1 
ly = -tan-’ (2Y ), with Y = - 2  

2 v 2 - q  v *  - w 2  

Consequently, the sine and cosine functions are: 

I /2 

co sq=[  1 + (1 + 4Y )4’z ) ,  sinq=[ 1 - (I+ 4Y ] (B3) 

and the matrix A23: 

A23 = 

1 0 0 


