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Abstract

Wetlands are considered as important sinks of carbon, and accurate estimations of their ex-
changes are essential for global warming modeling. The objective of this work is to estimate
carbon dioxide (CO2) fluxes over a wetland using two approaches. In this regard, the eddy covari-
ance technique is worldwide used to directly measure CO2 exchanges. However, the implications
of mean vertical velocity in calculating gas exchanges is still under discussion. The new method
for compute flux of CO2 (FCO2) is derived from Stefan flow and compared with Webb, Pearman
and Leaning (WPL, Webb et al.1980) corrected CO2 flux. The experimental site is a wetland sit-
uated in Padul, southern Spain, where a micro meteorological station records basic quantities at
10 hz since 2012. This station was selected due to the large exchange of matter fluxes occurring
over the year and where horizontal homogeneity and no slope under study site are assumed. WPL
theory estimates that for an open path InfraRed Gas Analyzer (IRGA) the CO2 fluxes need to be
corrected to take account of air density fluctuations. A Matlab© script has been developed to treat
the data and to compute these fluxes. As a result, a difference of around -15 gC.m−2year−1 of an-
nual average flux was observed between the WPL corrected flux and the flux of this study. Mean
vertical velocities at the ground, for these two fluxes, are not defined equally. The WPL velocity
appear to be one order greater than Stefan flow velocity, which varies from -0.01 to 0.18 mm.s−1,
and both are linked with the bowen ratio (β). For a high bowen ratio (β > 5) the highest WPL
velocities are found and for β ' 0 the highest Stefan velocities.
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Chapter 1

Introduction and objectives

Since the dawn of the industrial era, the warming tendency of the atmosphere is known as global
warming. This global warming preoccupies many of researchers, in climate sciences, all around
the world. In order to improve general knowledges, in 1988, the Intergovernmental Panel on
Climate Change (IPCC) was created.

The IPCC comprises more than thousands expert researchers who collaborate to establish a
robust state of the art on climate change. The knowledge accumulated is organized in assessments
and, as times goes by, the level of confidence regarding anthropic implication in the global warm-
ing has become very high, from the first to the fifth assessment; (IPCC, 2013). Therefore, in 1992
at Rio de Janeiro (Brazil) the first convention of united states on climate change was written. This
convention entered into force in 1994. In 1997, during the Conference Of Parties (COP) at Kyoto,
Japan, the first protocol aimed to mitigate anthropic emission of Green House Gases (GHG) was
adopted.

The GHGs are classified into two groups: the well mixed gases such as carbon dioxide (CO2)
and methane (CH4) which, due to long life times, can be homogenized into the whole atmosphere;
and the short lives gases as Hydrofluorocarbons (HFC), Nitrous oxide (N2O), Sulfur hexafluoride
(S F6) and Perfluorinated Chemicals (PFC) which, due to a short time into atmosphere, are not
homogenized into the whole atmosphere. These gases, by absorbing and re-emitting a part of total
earth radiation -the sum of reflected and emitted part- to the earth’s surface, are responsible for
global warming of low troposphere. In the COP of Paris, France (2015), a convention was signed
to limit the global warming inferior at +2 °C.

The Green House Effect is directly associated with the principle of energy balance: the total
energy introduced in earth’s system, by solar radiations, should be equal to the sum of fluxes going
out of the earth’s system. If the budget is not balanced, the lack or the surplus of energy would lead
to, respectively, a decreasing or an increasing of the global temperature. The emissions of carbon
dioxide can be divided into two categories: the natural emission (volcanoes, wild fire, animals
breathing,...) and anthropic (fuel combustion, cement and chemicals production,...). The part of
the CO2 anthropic emission is estimated as 90%, (EEA 2014). In climatology, the emissions are
also called “sources” and phenomenas which decrease atmospheric carbon dioxide concentration
are called “sinks”. Plant respiration and ocean uptake are example of sinks. Since there is a large
disparity in the phenomena and repartitions of sources/sinks, it is crucial to accurately assess, by
in-situ measurement, the contribution part of each of them.

At the moment, the best method to evaluate the exchanges of mass (gases) or energy, at the
ecosystem scales - from µm to km in space and second to year in time- is called the Eddy Co-
variance technique (EC). It involves installing, over the surface studied, a micro-meteorological
tower. The height of the tower can varies from meter to hundreds of meter for the highest and
determines the footprint size -the area measured by instruments- and the size of eddies -associated
with turbulent movements- which can be measured. This technique, by providing a high frequency
measurement, gives direct information of fluxes in the time range of half-hours to years. That is
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CHAPTER 1. INTRODUCTION AND OBJECTIVES

why a global network of long-term eddy-covariances fluxes (energy and GHG fluxes) is expand-
ing. Currently, FLUXNET provides a database of micro-meteorological towers, for close to 850
sites, in all continents.

The EC technique is subjected to “the energy balance closure”. This issue comes from the fact
the balance in input energy is not equal at the ouptut energy in the measurement point, this balance
can be written as (Wilson and al. 2002):

H + LE = Rn −G − S − Q (1.1)

where Rn is the net radiation; H and LE, respectively, the turbulent sensible and latent heat fluxes;
G the heat flux into the soil substrate; S the rate of change of heat storage between soil and
measurement height and Q represents all additional sources/sinks of energy. The closure problem
is that, in the eq.1.1, left-hand-side equation does not equal the right-hand-side, and the ratio of
both is, closely, equal to 0.8.

The difficulty of modeling the energy balance comes from the large disparity in space and time
of the different terms in eq 1.1 and their approximations. After 20 years of scientists’ community
attempting to solve this problem, the mains errors come from both: the measurement techniques
and the error estimations (Foken, 2008).

Additionally, the vertical velocity in surface layer stays a key variable in atmospheric sciences.
As a matter of fact, this velocity defines the turbulent heat fluxes H and LE. Since this velocity is
very tiny in comparison of the sensor’s precision, a good estimation is, therefore, of a primordial
importance.

This study aims to compare two methods of CO2 exchange fluxes estimation for open path
gas analyzers in the wetland of Padul, southern Spain. The Millennium-Ecosystem-Assessment
(MEA.2005), estimates that wetlands cover about 3% of earth’s land surface and are considered
as a global sinks of atmospheric CO2 and storing pool of around 28% of global soil carbon. This
very large implication of wetlands into the carbon earth balance implies a need to understand and
to estimate correctly the phenomenas occurring in such places.

The first method is well known as WPL corrected CO2 flux and the second method is a new
method using variables weighted with density factor and an other definition of mean vertical ve-
locity at the ground, derived from Stefan mass flow.

In order to introduce more specifically the work done during this internship, some physical
considerations are recalled and/or developed, then the methods of processing data will be pre-
sented. After that, the main results will be given and discussed.
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Chapter 2

State of the art

All phenomena and considerations presented in this study have been studied in the context of
Planetary Boundary Layer (PBL) and more specifically in the Surface Layer (SL). The PBL is
defined as “the part of the troposphere that is directly influenced by the presence of the earth’s
surface, and responds to surface forcings with a timescale of about hour or less” (Stull, 1988).
The SL is the lowest 10% of the PBL just above the ground. It is also important to introduce the
notion of turbulence which is strongly present in the SL. Currently, turbulence has not a scientific
consensus for its definition. Nevertheless, turbulence phenomena can be described as:

� Random and unpredictable: As chaos theory and Lorenz attractor examples, even with a
quasi-infinite precision in the initial conditions, flows are not descriptive in a deterministic
way. Statistical description, then, remains the most suitable way to describe turbulence.

� Non-linear effects: the turbulence properties are mainly controlled by the non-linear terms
in the governing equations. The Reynolds number Re permits identifying the state of the
flow by comparing, as a ratio, non-linear effect with linear effect. Over a critical value
ReC , the flows is considered as turbulent and, in environmental conditions, this state is very
common.

� Transport and mixing: in the form of eddies, turbulence enhances transport and mixing.
Depending on the size, and the frequency in time, these phenomena are very important to
take account in association with molecular diffusion and non-diffusive transport.

� Multi-scale: a continuous spectrum of scales is a very important characteristic of turbu-
lence. For example the mean wind for a micro-meteorological scale can be considered as
turbulence at the synoptic scale. This implies the need to well specify the scales at which
observations are realized.

2.1 Reynolds decomposition

In 1895, Osborne Reynolds has introduced, in the paper “On the Dynamical Theory of Incom-
pressible Viscous Fluids..” (Reynolds, 1895), the notion of averaging of field variables. It is well
known as “Reynolds Averaging” and this averaging allows scientists to distinguish a “mean part”
of a quantity φwith its “fluctuation part” φ′, which is very often also called “turbulent part”, finally
the “instantaneous” part is expressed as:

φ = φ̄ + φ′ (2.1)

This decomposition implies to look at the scale, either in time and in space, at which we are
studying because of an interval needing to average. This interval will be equivalent to an high-
pass filter of turbulence longer than this intervals, (Lee et al. 2004). The definition of averaging are
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specified in the next subsection, but, this notion is called “block-averaging” because we decompose
the signal into N blocks of equal size. In this study, all furthers definitions and utilizations of
averaging will underlie this property of averaging with block size (time-period) of half hours, as
is most common in micro-meteorology, (Finnigan et al. 2003).

2.2 Averaging methods

By definition, there are three kinds of averages: time averages, spatial averages and ensemble aver-
ages. Time average consists of integrating a variable over time whereas the spatial average consist
to integrate the variable over space dimensions (line, area, volume). The ensemble average is,
generally, more suitable for experiments because it involves to sum over a number of experiments,
(Stull. 1988). Note that regarding quantity definitions, sensor’s records, even at high frequency ,
are already averaging. For example, the temperature is defined as the average molecular kinetic
energy. Considering homogeneous and stationary turbulences between two measurement, t and
t + 1 for time or x and x + 1 for space, it is possible to define the generic average (eq. 2.2), this
average comes from the ergodic conditions which states that the three averages are equal.

2.2.1 Generic average

This type of averaging is the most used in micro-meteorology. Since it is the most convenient to
recording data, this average actually corresponds to a time average. Currently, most of the sensors
of meteorology record over time at 10 Hz corresponding to 10 measurements each seconds. Then
if we consider N measurement, over a time t, the generic average is expressed as:

φ̄t =
1
N

N∑
i

φi (2.2)

where φ is a quantity (vectorial or scalar) and the index i indicates the number of measurement.

2.2.2 Weighted average

Some authors (Hesselberg. 1926, Kramm. 1995, Kowalski. 2012) have shown that for air temper-
ature, mixing ratio and velocity a weighting factor is necessary to more accurately take account the
effect of density variations in the averaging of these intensive quantities. Following the previous
notation, φ describes any meteorological variables, φ̃ the averaged part and φ′′ the fluctuation part.
As the equation 2.1, we express the instantaneous part as:

φ = φ̃ + φ′′ (2.3)

And the weighted average is defined as:

φ̃ =

1
N

∑N
i (φiαi)

ᾱ
=

1
N

∑N
i (φiαi)

1
N

∑N
i αi

(2.4)

where α is the appropriate weighting factor, (Kowalski. 2012).
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This average follows the same rules of Reynolds’ rules, see appendix A of Kramm, 1995:

c = c̃ = constant A′ = Ã′′ = 0

(cA) = cĀ (̃cA) = cÃ

(Ā) = Ā (̃Ã) = Ã

(ĀB) = ĀB̄ ˜(ÃB) = Ã B̃

(A + B) = Ā + B̄ ˜(A + B) = Ã + B̃(
dA
dt

)
=

dĀ
dt

(̃
dA
dt

)
=

dÃ
dt

(A.B) = Ā B̄ + (A′B′) (̃A.B) = Ã B̃ + ˜(A′′B′′)

(2.5)

With A and B any scalar or vectorial quantity.

2.3 CO2 fluxes

Following the fundamentals laws and applying the Reynolds’ decomposition (eq. 2.5), the pollu-
tant fluxes are defined as the covariance between the density of the pollutant specie and the vertical
velocity as :

Fco2 = ρco2w = ρ′co2w′ + w ρco2 (2.6)

where ρco2 is the density of carbon dioxide in Kg.m−3 and w′ the turbulent part of vertical velocity
in m.s−1. A very classical assumption (Burda, Anderson. 2010) is to neglect the mean vertical
flow, or considering the vertical velocity equals zero, and let eq.2.6 as:

Fco2 = ρ′co2w′ (2.7)

2.4 WPL correction

Webb, Pearman and Leening in 1980 have shown that the fluxes of trace gas species, when mea-
sured by open-path gas analyzers, need corrections to take account of the change of CO2 density.
These density changes occur due to three main effects: the photosynthesis and respiration reac-
tions, the evaporation of water and the dilatation/compression of the control volume. The photo-
synthesis, by uptaking CO2 during the day and the respiration releasing it during the night, leads
to an increase and a decrease in ρco2 during, respectively, night time and day time. The Evapo-
Transpiration (ET) or also called turbulent latent heat flux (LE), by adding water gas molecules
into the control volume, will reduce the space “available” for other species in the volume. This
effect leads to a decreasing of CO2 density. The compression/dilation of the volume is controlled
by the turbulent sensible heat flux (H). This flux leads to changes of temperature of the control
volume and, at constant pressure, following the ideal gas law P = ρRT leads to decreasing of ρco2
with increasing of T .
Using σco2 = ρco2/ρa, σv = ρv/ρa and µ = Ma/Mv which is the ratio of molecular of dry air and
water vapor, the correction is usually expressed as:

Fco2 = ρ′co2w′ + µσco2ρ
′
vw′ + ρco2(1 + µσv)

w′T ′

T
(2.8)

with ρco2 the density of CO2 gas, ρv the water vapor density, T the temperature and w the vertical
velocity. Writing in term of turbulent latent heat flux LE = LVρ

′
vw′ and in term of turbulent
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sensible heat flux H = ρCpw′T ′, where CP and LV are, respectively, the specific heat of moist air
and the latent heat of vaporisation, eq. 2.8 becomes:

Fco2 = ρco2w′︸ ︷︷ ︸
Raw f lux

+
µσco2LE
ρLV︸     ︷︷     ︸

Latent Heat correction

+ ρco2(1 + µσv)
H

ρTCp︸                   ︷︷                   ︸
S ensible Heat correction

(2.9)

Expressing the specific humidity as q = ρv/ρ, the mean vertical wind component, from WPL
correction, is defined as:

wWPL =
w′T ′

T
+ w′q′ (2.10)

Or, to observe relative importance of H and LE, eq.2.10 could be written as, eq.10 Kramm et al.
1995:

wWPL =
H

CPρ

(
1

T
+

CP

βLV

)
(2.11)

where β = H/LE is the Bowen ratio which quantified the relative importance of the sensible heat
flux with respect to the latent heat flux.

2.5 Diffusive part and Stefan flow

A vertical velocity can be extracted, from gas exchanges, through the law of conservation of linear
momentum (Finnigan, 2009):

w =

∑N
i=1 wiρi

ρ
(2.12)

where the index i denotes a gas species. For the atmosphere, i could takes the values of nitrogen
gas (N2), dioxygen (O2), argon gas (Ar), carbon dioxide (CO2) and water vapor (H2O) which are
the species the most present in our atmosphere. The eq.2.12 can be written as:

wρ = w(N2)ρ(N2) + w(Ar)ρ(Ar) + w(O2)ρ(O2) + w(CO2)ρ(CO2) + w(H2O)ρ(H2O) (2.13)

where the last term, w(H2O)ρ(H2O), is dominant in r.h.s. and permits to neglect other terms, leading
to:

wS te f an =
w(H2O)ρ(H2O)

ρ
=

E
ρ

(2.14)

which describes the velocity of Stefan flow.
The Stefan flow describes a net non-turbulent upward flow, with a mean vertical velocity nor-

mal to the surface, where evaporation takes place, (Bird et al. 2002).
This average velocity is induced by water evaporation and transport scalar (mass of CO2 in

our study), in non turbulent transport, as following (Kowalski, 2017):

FCO2,ND = wS te f an × ρc,i (2.15)

An other part of the transport of mass is accomplished by turbulences, trough eddy diffusivity, that
we call “diffusive” part. The diffusive part of CO2 flux is calculated using the turbulent part of
CO2 mass fraction:

FCO2,DIF = w′′ f ′′ρ (2.16)

Note that the mass fraction, f = mCO2/mair is used instead of the CO2 density, the mixing ratio
(c = mCO2/mdry air) and the molar fraction (χ = nCO2/nair), (Kowalski, Serrano-Ortiz. 2007).

Finally, the CO2 flux of this study is composed of the sum of the diffusive and non-diffusive
part as:

FCO2 = FCO2,DIF + FCO2,ND = w′′ f ′′ρ + wS te f an × ρc,i (2.17)
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Chapter 3

Material and methods

3.1 Experimental site: the wetland of Padul

The wetland of Padul is located at the bottom of the Sierra Nevada mountains, at El Padul in the
province of Granada, southern Spain, and so on in the Sierra Nevada National Park (see fig.3.1) in
the Lecrin valley. This station is Called “ES-pdu” in the European fluxes Database cluster.

More precisely, the measurement station is found at the coordinates 37°00′ N 03°36′ O and at
an altitude of 744m. This experimental site was installed in June 2012 and, at the moment, it is
still operating.

The surface of this wetland is estimated at 3.3 Km2 (Serrano-Ortiz et al. 2017) and the tower
footprint, which is the estimation of surface measured by tower’s instruments, is close to 0.50
Km2, see fig 3.1. By definition, wetlands are areas which are covered by water during varying
periods and therefore develop special vegetation. Padul’s wetland is considered as a sub-humid
wetland, and so is subjected to inconsistent rainfall patterns and high temperatures. The wetland
of Padul is also classified as “inland” wetland, that means which is not subjected to tidal effect.

The main particularities of this observation site are its flatness and the homogeneity of the
species around the tower. Indeed, the site is flooded more than the half of the year (Serrano-Ortiz
et al. 2017), and a stagnation of water is observed. The main species which grows at the Padul site
is Phragmites australis, or the common reed, which has been widely studied (Brix et al.2001) to
improve the understanding of their exchange as source/sink of GHG with atmosphere. In addition,
large mass fluxes (of H2O and CO2) are observed in Padul. The particularity of this valley is the
very often windy conditions. These windy conditions ensure turbulence at the ground due to the
high Reynolds number and allow us to compute turbulent matter fluxes in accordance to literature
of atmospheric boundary layer. What is more, at few km of the study site, wind electrical turbines
are installed to provide energy. Theses particularities make of Padul’s observation site an ideal
place to use the hypothesis of homogeneity, turbulent conditions and quasi no slope terrain in
further calculations.
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3.2. MEASUREMENTS CHAPTER 3. MATERIAL AND METHODS

Figure 3.1: Left, localization of Padul with red marker, source Google Earth. Right, photo of Padul’s
wetland from aircraft. The white solid line indicates the common reed area and the white area at the right
top is a lack. The black cross (X) indicates the position of EC tower, the black circle shows the maximum
fluxes source location (from Flux-source Area model of Schmid, 1994). Source: "Sistema de Información
Geográfica de Parcelas Agrícolas" (SIGPAC) and reproduced from Serrano-Ortiz et al. 2017.

3.2 Measurements

The micro-meteorological station of Padul is equipped with open-path IRGAs (Infra Red Gas
Analyzer) the LI-7500 (LI-COR inc., Lincoln, NE, USA). They measure, respectively, the CO2 and
H2O gas densities density 6m above ground level at a response of 10 Hz. A hight frequency sonic
anemometer CSAT-3 (CAMPBELL SCIENTIFIC inc., Logan, UT, USA), also at 6m, measures
the winds components in 3-directions at a response of 10 Hz. The records of measurements are
provided by the data logger CR3000 (CAMPBELL SCIENTIFIC inc., Logan, UT, USA). The
table 3.1 summarizes the main characteristics of the measurements.

Table 3.1: Sensors of Padul’s micro-meteorological station used in this study. The column
“Variables” represents the quantities measured by the different sensor; “Unit” gives the
output units of the sensors; “Accuracy” is given in root-mean-square and “Frequency”
represents the frequency of sampling.

Sensors Variables Unit Accuracy1 Frequency
(Height [m])

U ±1mm.s−1 rms
Sonic Csat-32 V m.s−1 ±1mm.s−1 rms 10 hz
(6m) W ±0.5mm.s−1 rms

Temperature °C ±0.025 °C rms
ρCO2 mg.m−3 ± 0.19mg.m−3 rms

IRGA 1: LI-75003 ρH2O g.m−3 ± 3.3mg.m−3 rms 10 hz
(6m) Pressure KPa
1 From constructor specifications in standard conditions T=25°C and P=98 KPa.
2 CAMPBELL SCIENTIFIC inc. Logan, UT, USA.
3 LI-COR inc. Lincoln, NE, USA.

3.2.1 Data base

The station of Padul records data since 2012, at 10 Hz frequency. An example of raw data is given
in fig. 3.2. In this figure, it is possible to see the date and the time of the measurement, the variables
name, the unity of the measurements and finally the columns "diag_csat" and "diag_irga_raw"
indicate the state of the sensors. A further discussion concerning these quantities will be held in
the next section. The first step to obtain this data is to uncompressed binary files, using the “card-
converter” software developed and distributed by Eddy-Pro, of a period between two consecutive
site’s visits. Eddy pro is currently the free software which is considered as reference in micro-
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meteorological eddy covariance computation. During these visits, IRGA sensors are cleaned and
data are downloaded from the logger to liberate space for the further measurement data. The logger
has a capacity of two months of data storing which corresponds to 4 Gbytes of memory space. For
the year of 2015, it corresponds to closely 25 Gbytes of raw data. After that, a bash script was
realized to detect and “normalize” the error codes into these data. The error code researched was:
“-9999”; “9999”; “INF”; “-INF”; “NAN” to replace with “NaN” value which will be used in the
Matlab© processing script.

Figure 3.2: Example of raw data base once uncompressed.

3.3 Processing methods

This section relates the procedure used in the script development to treat raw data to final results.
First, the way of filtering raw data is specified and, secondly, how CO2 and mean vertical velocities
were computed either for the classical WPL correction and for this study.

3.3.1 Pre processing: quality assessment of raw data

The turbulent fluxes transporting either momentum, energy or scalar are strongly dependent on
the quality of the sensors. In the case of CO2 fluxes, we mainly use a high-frequency three-
dimensional anemometer and an IRGA. These sensors are subjected to weather events like strong
wind, rain, snow and, in the case of Padul station, also rain with sand from Sahara desert. These
conditions affect, principally, the IRGA sensor since it is composed of two lenses which measure
the density of water and CO2 trough the Beer-Lambert law of absorption. For example, an un-
derestimation of ρco2 by 5% could lead to a CO2 flux overestimation of 13% (Serrano-Ortiz et al.
2008). This result shows the importance of using data with good functioning of sensors.

In order to use the data with physical significance, a method of data filtering was implemented
into the code. In literature, a wide variety of methods was developed to estimate the quality of
high frequency data. Usually they are based on (Mauder and al. 2013): High frequency data test;
Statistical test on data and fluxes; Quantification of the error/uncertainties estimates.

The complexity, the cost in calculation and the results of such filters can largely vary from
the software which is used to an other (Mauder and al. 2008). To avoid a large cost of calcula-
tion, due to many iterations, the part of statistical test and the quantification of error/uncertainties
estimates was not realized into our script. Indeed, for the fluxes of CO2 the differentiation per-
mits to not take account the errors on the real values of each fluxes because they are computed
with the same filtered data. Nevertheless, this study has tried to follow the strategy of filtering of
TERENO (TERrestrial ENvironmental Observatories) which is the long-term ecosystem networks
in Germany.

Flag of quality of sensors

The first test effected on the raw data was to neglect data measured during malfunctioning of the
devices. Indeed, the devices C-sat and LI-7500 are able to attach, for each measurements, a flag
of quality attesting the state of the sensors. The values of flags are given in bytes format varying
from 0 to 63 and 0 to 255 for, respectively, the C-sat and the LI-7500. Once converted into decimal
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numbers, the quality flags indicate the state, functioning or not, of the different sensor’s part and
a quality/accuracy estimation of the measurement. From the constructor sensor manuals, the best
quality of values range from 248 to 250 for the IRGA sensor and is 0 for anemometer sensor. For
this study, we made the choice to use only these values.

Table 3.2 compares the range of values used in this study and those used in TERENO. Please
note that the criteria of this study, concerning the sensor’s quality flag, are more restrictive. At
this step, if a value of one sensor did not pass this quality test, others values from the other sensor
is flagged as incorrect value. This treatment permits a better estimation of each variables during
statistical operations as mean, variance and covariances.

This study Mauder and al. 2013
Sensors Min. Max. Min. Max.
C-sat300 diag. 0 0 0 63
LI-7500 diag. 248 250 240 251

Table 3.2: Comparison of the diagnostic values used in this study and the values used in TERENO (Mauder
and al. 2013).

Thresholds

This filtering step consists of keeping only values in plausible physical ranges. Because the sensors
quality flags step does not filter the values which have no physical sense, as a temperature of 350
K or a density of water of -6 g.m−3, simple absolute limits are fixed to remove this issue. The
ranges used in this study are summarized in the table 3.3.

After this step, “block-averaging” of half hours is applied. With a 10 hz frequency response
sensor this implies decompose the time series in 18000 values. The block half hour averaging, as
presented in the previous chapter, is the reference to distinguish the fluctuation part and mean part
of any quantity (scalar or vectorial).

Quantity Lower limit Upper Limit Units
U,V -30 30 m.s−1

W -10 10 m.s−1

Ts 253 323 K
P 90 130 KPa
[H2O] 0 35 g.m−3

[CO2] 0.1 3 g.m−3

Table 3.3: Absolute limits of quantities used in this study. Where W is vertical wind component, T s the
sonic temperature, P the atmospheric pressure, [H2O] the density of water vapor and [CO2] the density of
CO2 gas.

Median Absolute Deviation

Following the method used in Mauder and al.2013, we applied on unique statistical test. This test
uses the Median Absolute Deviation (MAD) and permits despiking of statistically outliers from
the median as follow:

〈x〉 −
q.MAD
0.6745

≤ xi ≤ 〈x〉 +
q.MAD
0.6745

(3.1)

where 〈x〉 is the median of the quantity x (for the ith measurement) and MAD is defined as:

MAD = 〈|xi − 〈x〉|〉 (3.2)
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where q is threshold value, set to 7, and 0.6745 relates to a deviation’s factor of Gaussian distri-
bution of quantity x. Please note that a value of q too low will lead to classified as outliers values
which was not. The MAD statistical test can be represented as a “window”, as in figure 3.3, which
is moving in the time series every half hour.

At this step, likewise that the first step, we neglect all the values a the time of measurement t
for all variable xt.

Figure 3.3: Example of moving MAD windows on 3 half hours (54000 values) for, at the top, q=7 and, at
the bottom, q=3. The values are plotted in black dot, median in blue line and windows around median in
red lines. The ellipsoids represent outliers.

Percentage of bad values

Finally, half hours with more than 180 bad values were rejected, which corresponds to 1% of half
hour values. This filter data step is more restrictive than the usual convention which varies from
10 to 30 % for the computing of turbulent fluxes. And once again, if one quantity at the half hours
h fails the previous test, all the variables xh are rejected.

3.3.2 Processing

In this section, a brief description of processing step in the Matlab script is given. After the
import of raw data, the change of units into international system units and the pre-processing
steps, described in previous section, the partial pressure of water vapor is computed. Using the
ideal gas law, the partial pressure of water vapor is:

e = ρvRvTs (3.3)

where ρv is the measured density of water vapor in kg.m−3, Rv is the perfect gas constant for water
vapor, took equal to 461.5 J.Kg−1.K−1, and Ts the sonic temperature in Kelvin. Dalton’s law
allows us to express the dry air pressure as:

Pdry = P − e (3.4)

where P is the total pressure measured in-situ in Pa. Then, it is possible to compute the density of
dry air as:

ρd =
Pdry

Rd.Ts
(3.5)
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where Rd, the dry air gas constant, is equal to 287 J.Kg−1.K−1. Finally, we expressed the total
density of humid air as:

ρ = ρv + ρdry (3.6)

At that point, all useful variables are decomposed into half-hour blocks and averaged following
the two methods described in equations 2.2 and 2.4. Using ρ as weighting factor for the vertical
velocity, ρCP for the temperature and 1 for the densities.

Once the mean values computed, the turbulent part is “extracted” from measured and averaged
part following equations 2.1 and 2.3. At that moment, the H2O, CO2 and temperature fluxes are
calculated for the two kinds of variable (classical and weighted) as:

F(H2O)1 = w′ρ′v,i =

∑N
i (ρ′v,iw

′
i)

N
F(H2O)2 = w′′ρ′′v,i =

∑N
i (ρ′′v,iw

′′
i )

N

F(CO2)1 = w′ρ′c =

∑N
i (ρ′c,iw

′
i)

N
F(CO2)2 = w′′ f ′′ρ =

∑N
i ( f ′′c,iw

′′
i ρi)

N

F(T s)1 = w′T ′s =

∑N
i (T s′iw

′
i)

N
F(T s)2 = w′′T ′′s =

∑N
i (T s′′i w′′i )

N

(3.7)

Where N = 18000 values, which corresponds to measurement of one half-hour. After this step,
WPL mean vertical velocity is calculated:

Wmean(WPL) = w =
F(T s)1

T̄s
+ w′q′ (3.8)

where q = ρv/ρ is the specific humidity and q′ its turbulent part following classic Reynolds de-
composition. The CO2 flux corrected by WPL theory is also calculated at this step using eq. 2.8
and F(H2O)1, F(CO2)1 and F(T s)1. Concerning the Co2 flux of this study, we write the total water
vapor flux as:

FV = FVdi f f + FVnon−di f f = FV,d + wρv = FV,d +
FVρv

ρ
= FV,d + FVq (3.9)

So, the total water vapor flux is FV = FVdi f f /(1−q). Then the mean vertical velocity, non diffusive,
induced by evaporation is computed as:

Wmean(S te f an) = WmeanND = w̃ =

F(H2O)2
1 − qi

ρ̄
(3.10)

and the non diffusive part of CO2 flux as:

F(CO2,ND) = WmeanND × ρc,i (3.11)

Finally, the CO2 flux of this study is the sum of a diffusive part and a non-diffusive part as
FCO2 = FCO2,ND + FCO22.
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Chapter 4

Results

This chapter aims to show the main results of this study. The first section will present the evolution
of CO2 fluxes, from this study and from the WPL theory, for the year of 2015 and how the dif-
ferences in these fluxes are influenced by the differences in mean vertical velocities (w̃-w). After
that a second section will present the mean vertical velocities of this study and from WPL theory
for their evolution over the course of the year, their diurnal cycle and, as well, the factors which
influence them during the year 2015.

The data of the year of 2015 have been selected due to its better data quality in comparison
with the others. Note that a technical IRGA problem occurred in the middle of September until
the end of October. Therefore, the data for this period are not used. For this year, after filtering
raw data, close to 65% of data were used which corresponds to 11526 available half-hour values.

4.1 CO2 Fluxes

4.1.1 Evolution over the year

Figure 4.1 gives the values of CO2 fluxes for the computation used in this study and for the clas-
sical computation using WPL correction. The values range from -30 to 30 µmol.m−2.s−1 and the
sign convention used is positive for releases into atmosphere and negative for uptake into the sur-
face. For the summer period, May to September, the dispersion of values is greater than for the rest
of the year and occupies all the range of possible values. The minimum values are reached during
this period of spring and summer, the daily average oscillates between -3 to -10 µmol.m−2.s−1.
During the months of June and July the uptake of CO2 reaches the maximum for the year. For
the other periods of the year, the daily average is close to zero. The average over all values of
CO2 WPL corrected flux is -1.53 µmol.m−2.s−1 and the average of the flux of this study is -1.57
µmol.m−2.s−1. In both fluxes, the annual average value of these fluxes are negative.
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Figure 4.1: Fluxes of CO2 versus the Day of year (DOY), red and black dots represent half hours values.
Grey and black lines represent, respectively, daily average values of this study and for the WPL correction.
All fluxes are given in µmol.m−2.s−1.

Since the differences in Fig. 4.1 are not well appreciable visually, the differences between
the two computations of CO2 fluxes are shown in Fig.4.2. From January to May, the differences
are more pronounced and range from -0.4 to 0.1 µmol.m−2.s−1. The second weeks of April, a
maximum in the differences between the two fluxes is observed and reaches -0.8µmol.m−2.s−1.
The daily average fluctuates between 0 to -0.2 µmol.m−2.s−1 for the winter and the spring period,
November to May, and is close to zero during summer. The average difference of the two fluxes is
-0.04 µmol.m−2.s−1 during the year of 2015.

Figure 4.2: Difference between CO2 flux of this study and CO2 WPL corrected flux (∆FCO2 =

FCO2,this study − FCO2,WPL) in µmol.m−2.s−1 for the year of 2015
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4.1.2 Relation between CO2 fluxes and velocities

Figure 4.3: Scatter plot of differences of CO2 fluxes [µmol.m−2.s−1] versus the differences of mean vertical
velocities [mm.s−1].

Figure 4.3 represents the dispersion of the differences in CO2 fluxes versus the differences in
the velocities associated (w̃ − w). The relation between both appears quite linear, the absolute
highest differences of fluxes are found for the highest velocities differences. The maximum of -
0.8 µmol.m−2.s−1 is found in the range of ∆w ∈ [−1.5;−1]mm.s−1 The slope of the linear relation is
approximatively 0.2 µmol.m−2s−1/(mm.s−1) and this result encouraged the study, in the following
sections, of the factors influencing these two velocities.

4.1.3 Relationship with turbulent fluxes

Figure 4.4 presents the scatter plot of ∆FCO2 as functions of the turbulent sensible (H) and latent
heat (LE) fluxes, the sum of the turbulent heat fluxes, and the Bowen ratio. Concerning the relation
with H, ∆FCO2 decreases quite linearly with a slope of -0.4 to -0.1 nmol.m−2.s−1/(W.m−2) with
increasing sensible heat flux. Some minimum values, from -0.4 to -0.8 µmol.m−2.s−1 are observed
beyond 150 Wm−2.

Quasi similarly, ∆FCO2 decreases with the increasing of LE but, on the contrary, the minimum
values are observed for LE < 100 Wm−2 and the slope of the decrease is smaller than the slope
with H and is about -0.01 %. A maximum value of 0.8 µmol.m−2.s−1 is noticed for LE close to 50
W.m−2 whereas the same value is close to 350 Wm−2 for H.

To observe more precisely how the turbulent heat fluxes are linked with each other and with

the differences of CO2 fluxes, their sum and the bowen ratio (β =
H
LE

) have been plotted. The
scattering of the sum with the differences shows that the behavior is a combination of the two
fluxes: minimum values are found between 200 and 500 Wm−2 and the values of the slopes seem
to be between the preceding slopes (-0.01 to -0.04 %).

The relation with Bowen ratio is less evident; it seems that ∆FCO2 decreases for higher values
of β, but the minimums (highest absolute differences) values are found in the range of β between
4 and 12.
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Figure 4.4: Scatter plots of the difference of CO2 fluxes in µmol.m−2.s−1 with, at top-left, the turbulent
sensible heat flux H in Wm−2; at the top right, the turbulent latent heat flux LE in Wm−2; at the left-bottom,
the sum of turbulent heat fluxes H + LE in Wm−2; and at the right-bottom, the bowen ratio β.

4.2 Mean vertical velocity

4.2.1 Evolution over the year

Figures 4.5 and 4.6 present the evolution of the mean vertical velocity at the ground over the year
2015 for this study and for the WPL predictions (respectively, w̃ and w). In both figures, half-
hours values are represented as well the daily average values. In Fig. 4.5, which represent the
mean vertical velocity computed in this study, the half-hours values range from 0 to 60 µm.s−1 and
the daily average ranges from -0.2 to 15 µm.s−1 from November to May. During the period from
May to September, the half-hours values range between 0 to 180 µm.s−1, the maxima are found
in July, and the daily averages oscillate between 15 to 65 µm.s−1. Note that there are only few
negative values and an high concentration of value very close to zero.

The mean vertical velocity derived from WPL theory is represented in Fig.4.6. In this figure,
the half-hours values range between -300 to 1500 µm.s−1. The maximum values are in April and
the minimum values are in July. The daily average oscillates from -100 to 500 µm.s−1 and follows
the same periods of half-hour values in terms of extrema.
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Figure 4.5: Mean vertical velocity in µm.s−1 from this study. Grey dots represent half-hours values and the
black solid line represents daily average values during the year 2015.

Figure 4.6: Mean vertical wind velocity from WPL theory µm.s−1. Grey dots represent half-hours values
and the black solid line represents daily average values during the year 2015.

4.2.2 Diurnal cycles

In this subsection, the daily cycles of the mean vertical velocity, at the ground, for the WPL theory
and for this study have been plotted for 4 months and for the whole year 2015. The 4 months
represent one month of each seasons of the years: January for the winter, April for the spring, July
for the summer and, since the months of September and October have known material issues, the
month of November has been chosen to represent the autumn. For the annual daily cycle, for each
half-hour an average is realized over 11526 available values. And with close to 1500 values for
the other months, depending on the size of the months and the numbers of “NaN” values detected
in the month.
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Figure 4.7 represents the daily cycles of this study (eq.2.14). For the 4 months and the annual
average, all values are positives from 6 AM to 9 PM and very close to zero during night time,
except for the month of July where a value negative of -3 µm.s−1 is observed. July is the month
where mean vertical velocities reach the maximum values of 135 µm.s−1 at 1 to 2 PM. The month
with the minimum values is January which has a velocity of about 10 µm.s−1 from 10 AM to 3
PM. In November, the maximum velocities are reached at 10H30 AM with a value of 25 µm.s−1.

Figure 4.8, similar to Figure 4.7, represents the diurnal cycle of the mean vertical velocity at
the ground following the eq.2.10 of WPL theory. During night time, from 10 PM to 6 AM, w is
negative with values close to -25 µm.s−1. Nevertheless, for the month of July and at the same time
that the other Fig.4.7, the mean vertical WPL velocity is positive and close to 10 µm.s−1. For the
four seasons and the annual mean diurnal cycle, the velocities range between -175 to 1000 µm.s−1.
The maximums velocities are observed for the month of April and the minima for the month of
July, in contrast to the Stefan velocities computed in this study. During day time, from 6 AM to 9
PM, the annual average WPL velocity is close to 200 µm.s−1.

Figure 4.7: Diurnal cycle of mean vertical velocities at the ground in m.s−1, for this study, for the month of
January (�, red line), April (�, blue line), July (empty ?, yellow line), November (∗, mauve line) and the
annual mean value (◦, green line).
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Figure 4.8: Diurnal cycle of mean vertical velocities at the ground, for WPL theory in m.s−1, for the month
of January (�, red line), April (�, blue line), July (empty ?, yellow line), November (∗ , mauve line) and
the annual mean value (◦, green line).

4.2.3 Influence factors for the mean vertical velocity

To appreciate more easily the influences of parameters influencing the velocities w̃ and w, the
bowen ratio (fig.4.9 (d)), the sum of turbulent heat fluxes (Fig.4.9 (c)) and the turbulent fluxes
(Fig.4.9 (a) and (b)) have been plotted. With the respect to the turbulent latent heat flux, the
relationship is forced. For the increasing LE, w̃ increases with a slope of 500 nm.s−1/(W.m−2). In
relation to H, the highest values of w̃ are in the range of H ∈ [−100; 100] W.m−2. The sum of the
turbulent fluxes in relation with the mean vertical velocity is not very clear. w̃ seems to increase
with the augmentation of the surface energy but with a large dispersion of values from 0 to 180
µm.s−1. According to the Bowen ratio, the highest velocities are observed for β ∈ [−1; 1] but the
asymmetry of the scattering indicates that velocities between 0 to 50 µm.s−1 are mainly for β > 0.

Figures 4.9 (e) and (f) show the relation of the mean vertical WPL velocity (w) with H and β.
Regarding the relationship with H, the relation is linear and follow a ratio of 4µm.s−1.W−1.m−2.
Concerning the relationship with β, quasi all value are in range of -10 to 10 of the bowen ratio. The
sign of the velocity changes in respect with the bowen ratio: for β < 0 the velocities are negatives
and for β > 0 the velocities are positives.
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Chapter 5

Discussion and conclusion

5.1 Discussion

The aim of this study was to compare two theoretical methods of CO2 flux computation, using the
same filtered data, from an eddy covariance system in the wetland of Padul. The site of Padul has
been chosen for its flatness, the homogeneity of the plants and the ground, the high values of fluxes
and frequency of windy days . The two methods compared are: i) classical CO2 WPL corrected
flux, which is, when using open path IRGA, the reference for computing carbon dioxide fluxes
using mean vertical velocity derived from the ideal gas law; ii) the method of this study, which is
derived from molar average velocity and Stefan flow to characterize a non diffusive part added to
a diffusive part caused by evaporation. As results, the average difference of these two fluxes is -
0.04 µmol.m−2s−1 (Fig.4.2) and a rate of difference of 0.2 µmol.m−2s−1/(mm.s−1) (Fig.4.3). These
results highlight the fact that one of the two methods overestimate/underestimate the capacity of
this wetland as source/sink of carbon dioxide. Indeed, whereas the fact that ∆FCO2 ranges in [-
0.8;0.2 µmol.m−2s−1 ], nearly all values are systematically negative. Since negative values indicate
uptake, the results are in accordance with the literature (MEA.2005; Brix et al. 2001).

Considering a surface of 3.5 km2 of Padul wetland, the 0.04 µmol.m−2s−1/(mm.s−1) difference
of flux leads to a difference of 194 Kg of C02 per year from one computation to the other. It
is important to determine which computation represents the most exactly the exchange of CO2
in Padul’s wetland. In the results other parameters were represented to discuss the main factors
which can affect these differences, either in fluxes or in mean vertical velocities.

First of all, the order of CO2 fluxes was controlled by a simulation with Eddy Pro software
for the month of July. The proximity of the results (from the script of this study and the reference
Eddy pro) indicates that the computation of this study are situated in good range of order.

The main result of interest is the difference between two way of computation in the same script:
the current reference, WPL corrected fluxes, and the fluxes of this study. Indeed the differences,
in the same script and with exactly same data, allow us to eliminate uncertainties of pre and post-
filtering.

The main improvement of this study should to estimate the uncertainties and the errors. The
errors can appear due to instrumentation imprecisions; the statistical operations made during com-
putation and for graphic representation; and the approximations made from initial hypothesis.
Either for both the mean vertical velocities (w̃ and w) and the density of CO2 trace gas (main
parameters of CO2 fluxes), the results are out of precision measurement instruments ranges. Re-
garding the statistical operations realized during this work, the very large disparity of data and their
distributions underlie approximation that this study does not take into account. For the graphical
representation, several average values are represented. These averages can not be interpreted as
“absolute” values but rather as an order of value’s ranges. In fact, the number of elements av-
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eraged is not exactly the same for each period of the year and the extremes, whereas their tiny
numbers, influence more the averages than values close to the average. A post filtering of results,
in these assumptions, should be considered and in terms of eddy covariance measurements is still
an object of many research, (Mauder, 2008; 2013). Concerning the initial assumptions, horizontal
homogeneity and perfectly vertical placement of anemometer, some errors are included in results
but, for the homogeneity, the large surface of foot print with same kind of ground/plants seems
reasonable and should not influence substantially the results. Regarding the vertical placement of
anemometer, since a slope of 5 %, which is undoubtedly not the case in Padul site, should not
influence more than 0.4 % the vertical wind measurement (correction following a cosine function
of the slope α), this error is not considered.

Figure 4.4 shows the influence of turbulent heat fluxes on the difference of dioxide carbon.
These relations indicate that the highest differences occur during half-hours with more sensible
heat than latent heat. At the same time, it is noticeable that differences of FCO2 increase with
the sum of H + LE, whereas the maximum differences are found for LE < 10 W.m−2. In order to
evaluate the determinant factor of the scatter plot of ∆FCO2 versus the bowen ratio was represented.
The Bowen ratio is very helpful to discuss the relative importance of the turbulent latent heat
fluxes. For high values of β, between 5 to 30, H is the dominant turbulent heat flux in front of LE.
On the contrary, a bowen ratio close to zero indicates that LE is dominant.

Then, the maxima value of CO2 fluxes differences appears to be mainly control by positive
values of β between 5 to 10. As seen with figure 4.3, the differences are controlled by the differ-
ences between the mean vertical velocities (of Stefan, for this study, and of WPL theory) at the
ground. These velocities are largely dependent on turbulent heat fluxes (fig. 4.9), and so on, the
Bowen ratio.

The diurnal cycles of these velocities has been plotted, in Fig.4.7 and Fig.4.8. The first very
important point is the difference of one order of magnitude between the both velocities. From
WPL theory, the velocity at the maximum can reach 1.5mm.s−1 whereas for Stefan velocity the
maximum velocity computed was about 0.18mm.s−1. For the velocity of this study, it is observed
that wJuly > wAnnual > wNovember > wApril > wJanuary. Note also that only positive values are
observed in this diurnal cycle and that depending on the hour of the day, the relation wNovember >

wApril can change. The Stefan velocity is derived from evaporation (eq 2.14 and Fig.4.9 (e)) and
indicates that turbulent energy is mainly used in July to evaporate water rather than to warm it, as
during other seasons. The diurnal cycle of the WPL mean vertical velocity at the surface shows:
wApril > wNovember > wJanuary > wAnnual > wJuly. Equation 2.9 and Fig. 4.9 (e) and (f) show
that the mean velocity derived from WPL theory is driven by the sensible heat flux and/or low
values of bowen ratio. Then, on average, April is the month where energy at Padul is mainly used
to warm the water (relatively cold after melting in the mountains) and the air above it without
use of energy for phase change (liquid→ water vapor). November is the second month with the
highest WPL velocities. This inter-season month comports as the month of April excepting that
evaporation is more present at this time. January, as November, is a month which has a low β,
certainly lower than November, or both fluxes H and LE are smaller in this period which induces
smaller velocities than November. Finally, July is the month which has the minimum velocities.
This could come from the fact that β is very low in this season. Therefore, the bowen ratio explains
the differences between WPL and Stefan velocity, since that differences in CO2 fluxes are driven
by evaporation (LE) in comparison with H. For high β, in spring, WPL velocities are the largest
versus other seasons. The Stefan velocities are largest in summer versus other seasons with low β,
due to high evaporation.

In situ observations show that the water table in Padul, during summer time, is very low,(Serrano-
Ortiz 2017). Because the water is stagnant at the Padul site, it is considered that water infiltration
into the ground and water flowing out of study site explain behaviors of principally evaporative
nature to remove water.
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In addition, Fig.4.9 (f) shows that for negative β the WPL velocities are negative and positive
for β > 0. Considering that a positive sensible heat flux will, mostly, expand the volume of the
air parcel and a negative one will compress it. And by considering an impermeable boundary
condition at the ground for an air parcel, a negative value has no physical sense for the vertical
wind velocity.

Therefore the velocity derived by WPL theory, well correlated with H (Fig. 4.9 (g)), resembles
more the velocity of expansion of a volume rather than a velocity at the ground.

With a similar argument, a velocity caused by evaporation of water in surface layer during day
time, and mostly summer season, seems more appropriate to describe the boundary conditions at
the surface.

5.2 Conclusion

The aim of this internship was to compare two methods of computing CO2 fluxes from high
frequency measurement. The two fluxes compared are: i) flux derived from Webb et al.1980,
because an open path IRGA was used to record gases density; ii) a CO2 flux derived from Kowalski
2017 where flux is decomposed into a diffusive and non-diffusive part, using weighting factor in
average definition. The Padul site was chosen for its: horizontal homogeneity, flatness, high values
of H2O and CO2 fluxes and for the windy conditions occurring very often.

A Matlab© script was developed to treat the year of 2015 raw data base, the script is free and
available on the following link: http : //www.ugr.es/ andyk/index_Research.html. As a result,
with same data and same filtering method, a annual average fluxes difference of -0.4 µmol.m2.s−1,
corresponding closely to 15gC.m−2.year−1, has been observed. Moreover, the difference was as-
sociated to be driven by the differences in the mean vertical velocities at the ground at the rate of
-0.2 µmol.m2.s−1/(m.s−1).
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