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 Abstract 
 
This paper presents a new method for testing dialogue systems 
using a variety of real-world conditions simulated in lab. The 
method is based on the use of an additional dialogue system, 
called simulator, designed to behave as users interacting with 
the dialogue system to test. The behavior of the simulator is 
decided from diverse scenarios that represent user goals. The 
simulator tries to achieve the goals in the scenarios during the 
interaction with the dialogue system. We applied the method 
to test in noise conditions a dialogue system under 
development in our lab, considering white and babble noise. 
The method allowed to find out errors in the recognizer and in 
the strategy the system uses to handle user confirmations. 
Using the method, we tested the behavior of the system in 
terms of task completion, taking into account a VTS noise 
compensation technique. The experiments show that, if the 
VTS technique is not used, the average task completion is 
31,43% for the white noise and 29,64% for the babble noise. 
If the VTS technique is used, the average task completion 
increases to 57,35% for the white noise and to 54,44% for the 
babble noise. 

1. Introduction 
 
Recent advances in speech recognition, speech understanding 
and speech synthesis have made possible to build computer 
systems able to communicate with human beings in restricted 
domains using speech. These systems are called dialogue 
systems or conversational interfaces. Many of them have been 
presented for a variety of applications, including air travel 
information, weather forecast, automatic call routing, car 
navigation, information retrieval, ticket reservation, etc. [1, 2, 3, 
4, 5]. The remainder of the paper is as follows. Section 2 
presents the new method proposed in this paper. The Section 
shows the main advantage and describes the components needed 
for the setting up: simulator, utterance corpus and scenario 
corpus. Section 3 presents the experiments. It initially describes 
the recognition set up (noise types, SNR values and recognition 
front-ends), later it describes how the system test has been 
carried out, and then it explains how the method has been useful 
to find out errors in the recognizer and the confirmation strategy. 
Finally, Section 4 presents the conclusions and some 
possibilities for future work. 
 

2. The New Method 
 
The Wizard of Oz is a very used technique to test dialogue 
systems that requires extensive interaction with users [6]. As 
testing these systems using real users is a very costly and time-
consuming task, this test is not always possible in the initial 
development stages. In order to solve this drawback, the new 
method proposed in this paper allows testing the systems easily, 
using simulations of real-world conditions generated in lab. This 
test is useful to check whether the system components (e.g. 
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 recognizer, linguist analyzer, etc.) are robust enough [7]. 
lso used to verify that the dialogue strategies have been 
ly designed. The method requires creating a simulator, 
ting an utterance corpus concerning the system application 
n, and defining a set of scenarios that represent user goals. 

e simulator 

imulator is an additional dialogue system created to 
t with the dialogue system to be tested. Its purpose is to 

e as users interacting with the dialogue system: it receives 
stem prompts, analyses them and generates responses 
ingly. When a user interacts with a dialogue system, it 
lly creates semantic representations from the user 
ces to understand them. Since a semantic representation 
 affected by speech recognition and understanding errors, 
mulator uses this representation to check whether the 
 understood correctly its previous utterance. The 
tor uses the system prompts to know the kind of data the 
 is prompting for during the conversation. 
 set up a simulator for the SAPLEN dialogue system,  
 is under development in our lab for Spanish language, to 
ith product orders and queries of fast food restaurants’ 
 using the telephone [8, 9]. For the setting up we 
ered all the system prompts and defined an action for each 
at must be carried out by the simulator. The actions to 
 to set up the method depend on the domain the system is 
ed for. For example, in the ATIS domain, a typical user 
ould be making a flight reservation. Then, a simulator 

 for this domain would be uttering the flight data items 
ture and destination cities, departure time and date, etc.). 
er action would be confirming all the flight data items 
tood by the system. 

domain-independent action is the error recovery, which 
 the user to repair errors made by the system. Typically, 
errors are due to speech understanding or speech 
ition errors (insertions, deletions or substitutions). If 
n errors occur, some data items may be missing in the 
ce understood by the dialogue system. To repair these 
 the user must utter again the missing data. This action is 
set up within the method proposed in this paper, since the 
tor uses the data items contained in the scenario goals to 
r the system prompts generated to obtain the missing data 
ample in Section 2.3). 

ertion and substitution errors may be unnoticed by the 
ue system since all the expected data items may be in the 
tood utterance. However, the dialogue system may obtain 
 semantic representations. For example, in the ATIS 
n, a user may utter “I want to travel from Boston to Los 
s” and the system may understand the user wants to travel 
oston to Dallas. In order to handle these types of error, 

ue systems generally employ either explicit or implicit 
mations [10]. If an explicit confirmation is used, the user 
icitly asked to confirm both cities in his next turns. On the 



contrary, if an implicit confirmation is employed, both cities are 
uttered in the system next turns and they are considered 
confirmed unless the user disagrees. Both confirmation 
strategies are also set up easily within the method proposed in 
this paper. For handling explicit confirmations the simulator 
compares two semantic representations: (i) the one obtained by 
the system from the analysis of the previous utterance generated 
by the simulator, and (ii) a predefined correct semantic 
representation of the utterance. If both representations match the 
simulator generates a positive confirmation, and it generates a 
negative confirmation otherwise. For handling implicit 
confirmations the simulator does not generate any confirmation 
if both representations match, and it initiates a correction sub-
dialogue otherwise. 
 
2.2 The utterance corpus 

The method uses an utterance corpus created in non-noisy 
conditions that is modified properly to represent the different 
real-world conditions, by artificially adding different types and 
levels of noise to the utterances. Then, the system test is carried 
out using the different contaminated versions of the original 
utterance corpus. 
     The corpus contains all the possible utterances (voice sample 
files) the simulator needs to interact with the dialogue system. 
Every time the simulator generates a response to answer a 
system prompt, it uses one of these utterances. The corpus also 
contains a phonetic transcription (text file) and a semantic 
representation for every utterance. The simulator chooses the 
utterance to generate a response considering its associated 
semantic representation, and it uses the phonetic transcriptions 
to create conversation log files (that contains the simulator 
prompts and the system prompts) to test the system. In order to 
build the utterance corpus for the experiments, we used a 
previously collected dialogue corpus that contains 523 recorded 
conversations between clients of a fast food restaurant and the 
restaurant staff. We selected randomly 264 different sentences 
from this corpus that were read spontaneously by nine speakers 
to create the utterance corpus, which contains 2,376 utterances. 
Table 1 sets out the sentence types used to create the utterance 
corpus. 
 

Sentence type # Utterances recorded 
per speaker 

(a) Food order 63 
(b) Drink order 60 
(c) Telephone number 18 
(d) Zip code 18 
(e) Address 90 
(f) Affirmative confirmation 5 
(g) Negative confirmation 5 
(h) Error indication 5 

Total:  264 
 

Table 1: Sentence types in the utterance corpus 
 
Four of the speakers spoke standard Spanish, four spoke Spanish 
from southern Spain, and one speaker was a Japanese woman 
who speaks Spanish. The utterances were recorded under non-
noisy lab conditions using a personal computer (PC), employing 
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s/sample at 8KHz. The 264 sentences, in text format, 
tute the phonetic transcriptions corresponding to the 
ces, used to create the log files during the automatic 
tion of dialogues. In order to create the semantic 
entations corresponding to the utterances, we used the 
tic analyzer of the SAPLEN system, which created them 
atically using the phonetic transcriptions. 

e scenario corpus 

enarios are based on the assumption that users have goals 
d when they interact with a dialogue system. So that, the 
 must find out the goals and carry out the corresponding 

s to provide the service requested by the user. Following 
heme, each scenario includes a set of goals the simulator  
o achieve during the conversation with the dialogue 
. These goals represent the goals of real users demanding 

rvice provided by the dialogue system. A sample scenario 
 the experiments is shown below. 

nt=1, food=SANDWICH, type=HAM) 

nt=1, drink=BEER, size=big) 

_number=958275360) 

ode=18001) 

dress=STREET, name=ANDALUCIA, 
g_number=58, floor=FIRST, letter=E) 

Figure 1: A sample scenario 

enario defines semantically the user goals: two product 
 (food and drink) and the data needed by the restaurant 
ry service (phone number, zip code and address). In order 
resent goals in the scenarios we used the semantic 

entations previously created by the linguistic analyzer of 
PLEN system. 

ring a conversation with the system, the simulator focuses 
n a particular scenario and tries to achieve all the goals it 
ns, i.e. the simulator tries to make the system understand 
 data items in the goals. To do so, the simulator uses rules 
ct the appropriate scenario goal taking into account the 
 prompt, and analyses the goal to extract its data items. 
stance, the first goal in the sample scenario (the food 
 contains three data items: amount=1, food=SANDWICH 
pe=HAM. Then, if the system generates the prompt: 

 many ham sandwiches did you say”, the simulator uses 
ount data item to generate the appropriate response: 

. 
ecting randomly different utterances from the utterance 
, we created 18 different scenarios for the experiments.  
scenario contains 1-5 product orders, a phone number, a 
ode and an address. The semantic representations 
ponding to the utterances were included in the scenarios to 
ent the user goals. 



3. Experiments 
 
We used the method proposed in this paper to test the SAPLEN 
system and obtain an estimation of its performance under white 
and babble noises. The system uses an HTK (Hidden Markov 
Model) recognizer [11, 12] that receives as input both the user 
utterance and a bigram, which is determined by the dialogue 
manager of the system considering its current prompt [13]. The 
system can use up to 126 bigrams previously compiled from the 
utterances in the corpus: 109 bigrams can be used for the 
recognition of the user data (phone number, zip code and 
address) and the 17 remaining bigrams can be used for the 
recognition of product orders, queries, confirmations and 
corrections. The recognizer uses acoustic models trained with 
4,767 sentences in the Albayzín phonetic database [14]. Table 2 
summarizes the speech recognition parameters used in the 
experiments. 
 

Noise 
Type 

 SNR 
(dB) 

 Recognition 
Front-End 

White 
Babble 

 30,2 
26,5 
21,4 
15,6 

 MFCC 
MFCC + VTS 

 
Table 2: Speech recognition parameters: noise types, SNRs and 

recognition front-ends 
 
We used four levels of white and babble noises to artificially 
contaminate the utterance corpus created in non-noisy 
conditions by the nine speakers. Then, the system was tested 
using 2 x 4 = 8 different utterance corpora and two different 
recognition front-ends: (a) standard MFCC (Mel Frequency 
Cepstal Coefficients) parameters, and (b) standard MFCC with a 
VTS (Vector Taylor Series) noise compensation technique [15]. 
     One hundred dialogues were generated for each scenario,  
each noise type, each SNR value and each recognition front-end, 
which amounts for 100 x 18 x 2 x 4 x 2 = 28,800 dialogues. The 
test focused on task completion (TC) [16]: a dialogue had task 
completion if the simulator made the system understand 
correctly all the goals defined in the scenario used to generate 
the dialogue. To avoid possible deadlocks during the automatic 
generation of dialogues, the simulator used an interaction limit 
parameter (set to 30 simulator interactions) to automatically 
cancel too long dialogues. Figure 3 sets out the results obtained 
for the 18 scenarios created for the experiments. As can be 
observed, the VTS technique enhances significantly TC for both 
the white noise (Figures 3.a and 3.b) and the babble noise 
(Figures 3.c and 3.d). It can also be observed that the lower 
SNR, the lower TC.  
     Table 3 shows the average TC considering both noise types, 
the 18 scenarios, the four SNR values and the two recognition 
front-ends. As can be observed, TC is slightly higher for both 
front-ends, which means that the system is more robust when it 
deals with the white noise 
 

MFCC  MFCC + VTS 
White Babble  White Babble 
31.43 29.64  57.35 54.44 

 
Table 3: Average TC results 
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re 3: TC results for each scenario, each noise type, each 

SNR and each recognition front-end 



3.1 Analysis of generated dialogues 
 
The experiments showed that the lowest TC was achieved for 
scenarios  2, 3, 4, 5 and 12. In order to improve the system, we 
focused on these scenarios and analyzed the log files created 
when the simulator used them to interact with the dialogue 
system. The analysis allowed to find out errors in the recognizer 
and in the strategy employed by the system to handle user 
confirmations. 
     On the one hand, we observed that the recognizer output was 
often wrong for some words used in these scenarios. For 
example, this happened with the word “bacon” because this 
English word was incorrectly transcribed phonetically in the 
system dictionary, which was automatically created using a tool 
we previously developed for the phonetic transcription of 
Spanish words. The recognizer had also problems with other 
Spanish words used in these scenarios due to the strong 
Andalusian (southern Spain) accent of four speakers who were 
recorded to create the utterance corpus. During the automatic 
generation of dialogues, these problematic words were often 
substituted for other words. This problem caused a high rate of 
dialogues without TC since the goals containing such words 
were often misunderstood by the system. 
     On the other hand, we observed that the system confirmation 
strategy failed in occasions. For example, in some dialogues the  
system asked to confirm a wrongly recognized data item, the 
simulator answered “no” to refuse, but the recognizer output 
was “yes” instead of “no”. This type of error confused the 
dialogue system, as it considered the data item was confirmed by 
the simulator. When this problem happened, the dialogue ended 
without TC as a goal was not correctly understood by the 
system. In other occasions, the system asked to confirm a 
correctly recognized data item, the simulator answers “yes” to 
confirm, but the recognizer output was “no” instead of “yes”, 
which forced the system to employ additional turns to obtain the 
data item. This type of error caused that some dialogues ended 
without TC, as the simulator exceeded the interaction limit. 
 

4. Conclusions and future work 
 
This paper presented a new method for testing dialogue systems 
using a variety of real-world conditions simulated in lab. The 
method relies on the use of an additional dialogue system, called 
simulator, designed to behave as users interacting with the  
system to test. The paper described the simulator performance as 
well as the utterance and scenario corpora it uses to interact with 
the system. Using the method, a dialogue system under 
development in our lab was tested to check its performance 
under noise conditions. The method was also used to check the 
performance if it uses a VTS noise compensation technique. The 
experimental results show that: (i) the system is more robust for 
the white noise than for the babble noise, (ii) the performance 
decreases significantly when the SNR is low, and (iii) the VTS 
noise compensation technique is very useful to deal with noisy 
utterances, as it increases the average TC from 31.43 to 57.35% 
for the white noise, and from 29.64 to 54.44% for the babble 
noise. 
     The problems found out by analyzing the log files of the 
generated dialogues that achieved very low TC indicate that it is 
necessary to enhance the recognizer, and that a new strategy 
must be set up for the system to confirm data items. The analysis 
showed that when the SRN is low there are many recognition 
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in the confirmations. As a future work, we plan to 
ce the system in such a way that it can take into account 

R to change from voice to touch-tone the input mode. 
if the SNR is under a threshold, to confirm a data item the 
 would prompt “Please use the phone keypad and press 1 
firm or 2 to refuse” instead of prompting “Please say yes 
. Also, we plan to allow the system transferring the call to 

an operator is the SNR is too low. 
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