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ABSTRACT

This paper presents a new framework developed to ap-
ply Alphanets to CSR. For this purpose, a modular sys-
tem is proposed. This system is made up by three dif-
ferent modules: LVQ meodule, SLHMM module and DP
module. The SLEHMM module is an expansion of an Al-
phanet. and therefore, can be interpreted as a HMM. The
system can be trained globally applying backpropagation
techniques. The used prunning procedure is based upon
recognized units instead of observations, which reduces the
number of nodes needed to recognize a sentence, compared
to HMM-based systems using the same parameters for the
models in both systems. Besides, the training procedure
re-adapts the weights according to the new architecture in a
few iterations since the initial parameters can be estimated
from a classical HMM CSR system.

1. INTRODUCTION

Sime recent works [1],{2] have shown strong relations bet-
ween the RNNs and the well-known HMMs. In fact, this
work proved that a RNN, with an appropriate topology, is
equivalent to a HMM.

Our purpose is to use RNNs as the kernel of an ANN-
based continuous speech recognition system maintaining a
HMM meaning. This fact can allow us to improve the per-
formance of both systems, the ANN-based and the HMM-
based, by applying ANN techniques to HMM and vice-
versa. On the other hand, if we maintain the HMM meaning
for this module of the recognizer, we are able to train its pa-
rameters with usual HMM algorithms, simpler than those
of ANN, and simply download this set of parameters into
the net.

In order to recognize continuous speech using ANN, we
have to evaluate probabilities of the speech sequence lo-
cally, due to the fixed structure of the net. This problem
arises when using ANN since it is not possible to construct
a "super-model” of the speech sequence by simply concate-
nating elementary models, as usually done in HMM-based
systems.

To solve this problem we have developed a formalism
which 1s able to obtain the optimal path from the set of
local probabilities. This formalism allows us to develop a
modular system made up by several types of ANN that

*This work has been supported by Spanish CICYT under pro-
ject TIC92-0662.
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can be trained globally using standard ANN algorithms as
backpropagation.

2. SYSTEM STRUCTURE

The proposed system is composed by 3 main modules (fig.
1). The modules are: a LVQ module, a SLiding HMM
(SLHMM) module and a DP module. The first ones are
directly ANN. The third can be implemented as an ANN,
although it is not trainable.

The LVQ module is an ordinary quantizer, although
the system structure allows a training procedure for this
quantizer that optimizes the whole system performance.
Besides, this structure also allows the use of MVQHMM
[3,4] in an easy way. In a MVQHMM recognizer, each HMM
has its own VQ codebook, and the recognition is performed
taking into account the distortion measure and the gene-
ration probabilitics. In a first phase, the LVQ module has
been replaced by a standard VQ because it does not affect
the kernel of the system and, at this moment, our interests
focuss on developing the SLHMM and DP modules.

The SLHMM module is the kernel of the system. Its
structure will be described in detail in the next section.
The SLHMMs are used Lo obtain the sets of all the possi-
ble segmentations of the sentence (dendrogram) by simply
evaluating the partial probabilities of the subsequences of
symbols that composes it.
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Figure 2. Generalized neuron used to build a SLHMM

The DP module is used to obtain the optimal path from
the dendrogram by applying Dynamic Programming tech-
niques. This aptimal path along the dendrogram will yield
the recognized sentence.

3. THE SLHMM

Basically, « SLHMM consists in a development of an Alp-
hanet {2] obtained by expanding it into a fixed number of
layers. In this way, each temporary step in the evaluation
of an Alphanet has been replaced by a layer in the SL-
HMM structure. Obviously, this expansion of the net im-
poses temporary constraints: the maximum length of the
sequence being evaluated is the number of layers in the SL-
HMM.

Each SLHMM stands for one of the selected recognition
units {(i.e. phonemes), and so, the SLHMM-module is built
up with so many SLHMMs as different units are being con-
sidered.

The SLHMM is composed by generalized neurons [2], de-
picted in fig. 2. This neuron can be used to implement
a Discrete or a Semicontinuous Alphanet, and so, the SL-
HMM can be used for both Discrete and Semicontinnous
versions.

The neuron processing equations for the -th neuron in
the { 4 1 layer are:

N{I+1
O = Y w1 a0
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where N({ 4 1) is the number of neurcns and M+ 1)
the number of external inputs f,( + 1}, obtained from the
observed vector, at layer [ + 1. w,,({+ 1) and by, ({4 1) are
the weights of the links between neurons and inputs.

The processing carried out by a SLHMM is as follows:
given an input sequence

AP ={X.Xs-- X7} (2)

the SLHMM selects a subsequence of L+ ! symbols starting
at an arbitrary time {;. The input subsequence is

AP = (N NG, N (3)
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Figure 3. SLHMM scheme.

Each SLHMM presents L outputs. Each of them is the
sum of the outputs of the neurons at each of the layers. For
the layer [, this output is

N
z.:: ()

If the parameters of the net are properly selected [1,2], the
a’s are the forward probabilities defined in HMMs. In this
way, the output of the SLHMM at layer [ is the probability
of the subsequence starting at ¢; and ending at t; +1—1

N(D)

PINGH TN =) " aud) (4)

=1

Since the SLHMM has L + 1 layers, the output is the set
of probabilities of all the subsequences starting at time t,
with maximum length L

{P(XIA), PLXTHN), - POXTHE ) (5)

The structure of the whole net is shown in fig. 3.

By sliding the net over the whole sequence (fig. 1) we can
obtain the dendrogram of the signal since we will evaluate
all the probabilities

PIXEA) with 06 €T St Sh+ 1L (6)

4. THE DP MODULE

Once the dendrogram is obtained, the DP-module is used
to obtain the optimal path from it. This optimal path is
determined by the number of units, P (i.e. the number
of phones), the sequence of optimal units, {A;. Ao, -+, Ap}
and the final time indexes of these units {t;, t>, -+, tp}.
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Figure 4. Number of layers in each SLHMM for the 3 sets of
models

4.1. Training mode
The behavior of the DP module in training is simpler than
for a speech signal evaluation.

In training mode the units that compose a sentence are
known. Therefore, the DP module performs a standard
DTW procedure in order to obtain the time alignment bet-
ween the speech input and the elementary units in the sen-
tence. The resulting optimal path is determined by the final
time indexes of the units. since the number of units and the
units are known.

If we call

L(t,p) = log P(XT|A s - - Ap) (7
the alignment equations are
¢ Beginning
£(1,1) =log P(X]IA\) (%)
¢ Recursion

L(t,p) = max {L(t—At.p-1)

1€a1<Ly (9)
+log P(X¢_aee1lhe)}
e End
log PN A1, Az, Apt = (T, P) (10)
The path obtained from this alignment can be used 1o
train the SLHMM and LVQ modules by applying backpro-
pagation techniques.
4.2. Evaluation mode
In the evaluation mode, the DP module must perform a
process quite similar to a Viterbi Beam Search, due to the
fact that we do not know neither the number of units in the
sentence nor which these units are. Of course, to carry out
this process a prunning procedure is needed.
Il we call,
Lit, 1, 2p) = log P(X{MAz - Ap) (11)
the recognition procedure is as follows
e The initialization is
L{1, LA = log PLX{]A) (12)
e Given a known value for £(t,p, A, ), we evaluate all the
possible values, £(t + At,p+ 1, A,41), according to a
given grammar
L+ At.p+ 1, p41) = L, p, A)

+log (X[ ey Y
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o In the final state of the grammar and in time step T,
the maximum value for £{T, P, A.na) is chosen and the
optimal alignment path is obtained from backtracking.

5. SYSTEM TRAINING

The SLHMM can be trained by applying backpropagation
techniques. The backpropagation signal is defined as,

or
8:(1) =
(1) 5ar()) (14)
and can be recurrently computed,
N
s(t) =Y &t+1) uP(t+1) wy (15)
=1

The utilized error measures are the Likelihood and a mea-
sure very similar to Mutual Information [1], given by the
probability of selecting the correct model

P(XT|A) ]
>, PXTIN

where A is the correct model.

To obtain the error for each unit of a sequence, it is ne-
cessary to know where this unit starts and ends. This is
performed by the DP-module, that obtains the alignment
between the sequence and the units. This way, the training
procedure consists of two steps:

J =—log [ (16)

e a first step in which the sentence is processed by the

whole system in order to obtain the alignment,

¢ and a second step in which each SLEMM-LVQ pair is

used to process the subsequence corresponding to each
of the units and train them according to the results
and the selected measure.

The backpropagation signal can be used to train not only
the SLHMM, but also the LVQ associated to it. It is also
possible to model units duration by simply allowing the
training procedure to adjust the weights of each layer in-
dependently. This way, these weights will depend on the
layer of the SLHMM, which is equivalent to consider a set
of weights that change with time and, obviously, will model
the duration probabilities of the units.
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Figure 6. Error rate vs. average number of states (ANS) used
to recognize a sentence. T he oscillations are due to sentence
rejection for small pruning thresholds in the SLHMM based
system.

6. EXPERIMENTAL RESULTS

The initial values for the parameters of all the SLHMMs
have been estimated from a classical HMM CSR system
with the hope of diminishing the number of iterations nee-
ded for training.

The system was evaluated with a set of 170 sentences.
The data was recorded by 4 speakers {2 males 4 2 females).
Therefore, a total of 720 sentences are used. A set of 120
sentences was used to train the models, while the other 50
sentences have been used to test the system. The speech
signal was segmented into frames of 32 ms overlapped 8 ms,
and parametrized with 16 cepstral coefficients. 16 Acepstral
coefficients and the Aenergy. The result is deciinated to 16
ms [3]. The perplexity of the word-grammar associated to
the set of test sentences is about 1.6. Although small. it
can be used to test the behavior of the system and compare
it to a HMM-based one.

The recognition units in our experiments are phonemes.
A key point to obtain good results is the selection of ma-
ximum and minimum duration allowed for each phoneme.
The number of layers ol the SLHMM associated to a pho-
neme is the maximumn duration the phoneme can have. Be-
sides, the bigger the number of layers, the bigger the compu-
tational complexity and the larger decision tree. Therefore.
a preliminary experiment was carried out to obtain the du-
rations of the phonemes by simply obtaining the alignments
of the training sentences. This way. 3 sets of phoneme du-
rations were used for training and testing experiments. T'or
set 1, a really short number of layers have been selected.
For set 2, all the SLHMMs have a number of layers that
allows all phoneme durations observed in the training set,
while for set 3, the number of layers was chosen to include
all durations in the training set, except the 5 longest pho-
nemes. The resulting durations are shown in figure 4. The
minimum durations were chosen to be the number of states
in the phoneme.

The 3 sets of SLHMMs were trained using a standard
BW reestimation algorithm, a MMI descent reestimation

algorithm and a combination of both [1.2]. Figure 5 shows
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Figure 7. ANS for some pruning thresholds for HMM-based
and SLHMM-based systers.

the evolution of Likelihood measure vs, training iteraticn.
As it can be seen from this plot, the system re-adapts the
parameters of the models to the new architecture used for
SLHMM, although the models were previously trained with
the same algorithm in a HMM CSR system. All the models
so obtained were used to recognize the test sentences. For
this test, a sentence is considered valid even when the final
word does not correspond to the final state of the grammar

The word error rates for these experiments are shown
in figure 7. This figure shows that the Average Number
of Active States (ANS) used by the system to recognize a
sentence decreases as the models are trained with BW, MM1
and BW plus MMIL.

The proposed system has the advantage that the prun-
ning procedure is performed on a recognized unit basis, not
on a temporary step basis as done with standard HMM CSR
systems. Therefore, the prune procedure is asynchronous
(the nodes of the decision tree correspond to different time
indexes) instead of synclironous {all the nodes correspond
to subsequences with the same number of elements). This
way, the ANS needed to recognize a sentence is reduced be-
cause the depth of the decision tree is the number of units
{phonemes) that is much more smaller than the number of
symbols, as used for classical systems. Anyway, the num-
ber of sons each node has is bigger in the SLHMM-based
system, although tlie reduction in depth is more important
and compensates this effect (fig. 6).

REFERENCES.

[1] Bridle, 1.S. * Alpha-nets: A Recurrent Neural Network
Architecture with a Hidden Markov Model interpreta-
tion”, Speech Communication, vol. 9, 1990.

[2] Diaz-Verdejo, 1. et al. A New Neuron Model for an
Alphanet-Semicontinuous HMM”. Proc. ICASSP-93,
vol. I, pp. 529-532, 1993.

[3] Segura-Luna, J.C. "Modelos de Markov con Cuan-
tizacion Dependiente para Reconocimiento de Voz”,
Thesis Dissertation. Universidad de Granada, 1990,

[4] Peinado, A.et al. "Using Multiple Vector Quantization
and Semicontinuous Hidden Markov Models for Speech
Recoguition”. To be published in Proc. TCASSP-94.



