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Abstract

In this work, we give a priori height and gradient estimates for solutions of the prescribed

constant Gauss curvature equation in Euclidean space. We shall consider convex radial graphs

with positive constant mean curvature. The estimates are established by considering in such a

graph, the Riemannian metric given by the second fundamental form of the immersion.
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1. Introduction and statement of results

Let O be a smooth domain (i.e. open and connected) on the unit sphere SnCRnþ1:
In this note, we consider the Dirichlet problem for the following equation of Monge–
Ampère type:

detðr2gij þ 2rirrjr� rrijrÞ ¼ Kgr2n�2ðr2 þ jrrjÞ
nþ2
2 in O ð1Þ

with boundary data

r ¼ j on @O; ð2Þ
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where gij denotes the standard metric of S
n; g ¼ detðgijÞ; jACNð@OÞ; j40; and K

is a positive constant.

A classical positive solution rACNð %OÞ of (1)–(2) realizes a smooth strictly convex
hypersurface S of constant Gauss–Kronecker curvature (briefly Gauss curvature),
which can be represented as

S ¼ fxðqÞ ¼ rðqÞq; qA %Og;

where x denotes the position vector of S in Rnþ1; and boundary values xðqÞ ¼ jðqÞq
on @O: See [4] for details. Moreover, the orientation N on S is given by

NðxðqÞÞ ¼ rrðqÞ � rðqÞqffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ðqÞ þ jrrj2ðqÞ

q : ð3Þ

We say that S is the radial graph of r; and in what follows, we call a K-hypersurface
provided its Gauss curvature K is constant. The condition that S is a radial graph
can be expressed by requiring that the supporting function /N; xS has sign on S
and, in the particular case of the Dirichlet problem (1)–(2), this sign is negative.
The general technique employed in the solvability of the Dirichlet problem (1)–(2)

is the method of continuity (see [1] in this context). We need that for the same

boundary values j on @O; there exists r0ACNð %OÞ whose graph is a K0-hypersurface.

For each t in 0ptp1; we wish to find a solution rtAC2;að %OÞ of the family of
Dirichlet problems:

detðrt2gij þ 2rirtrjrt � rtrijrtÞ ¼Ktgrt2n�2ðrt2 þ jrrtj2Þ
nþ2
2

þ ð1� tÞK0gr0
2n�2ðr02 þ jrr0j2Þ

nþ2
2 in O; ð4Þ

rt ¼ j on @O:

Let the set A of tA½0; 1� for which one can solve the equation for rt: Because 0AA;

namely r0; if one proves that A is open and closed, then A ¼ ½0; 1�: The function r1 is
then our desired solution of (1)–(2).
In recent years, hypersurfaces of prescribed Gauss curvature have been subject to

intensive studies. To mention a few examples, the Neumann boundary conditions is
considered in [9], and for Dirichlet boundary conditions one can see [4–7,10,13],
without claiming that this list of articles is complete.
The first main theorem of existence if due to Caffarelli et al. [1] and Krylov [8].

They proved that if DCRn is a strictly convex planar domain, there exists a unique
graph over D of constant Gauss curvature K ; for K sufficiently small depending on
the boundary data. Later, Guan and Spruck [4] proved that if O does not contain
any hemisphere and it bounds a radial graph G over O with Gaussian curvature
KðGÞ40; then for each 0oKoinf KðGÞ; there exists a K-hypersurface on O:

ARTICLE IN PRESS
R. L !opez / J. Differential Equations 194 (2003) 185–197186



The difficult part in the method of continuity is the proof that A is closed. To see
this, one has to find a priori estimates up to the second derivatives for solutions rt of
the family of equations given in (4). Here, some kind of existence of a strictly convex
subsolution taking the same boundary value is assumed to Eq. (1) in order to
derive the necessary a priori estimates for the prospective solutions rt: Established

these estimates, the C2;a and higher order estimates follow from the classical elliptic
theory [1].

In this paper, we shall obtain C0 and C1 bounds of solutions of (1)–(2). We first

give optimal a priori C0 estimates for such solutions that depend only on K and the
boundary values of j: More precisely:

Theorem 1. Let O be a smooth domain of Sn and let jACNð@OÞ; j40: Denote

M ¼ sup
qA@O

jðqÞ:

If rACNð %OÞ is a positive solution of the Dirichlet problem (1)–(2), then we have

rp
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ M2K

2
n

q
K

1
n

: ð5Þ

It is worthwhile to point out that Rosenberg proved an height estimate of K-

graphs over planar domains of Rnþ1 and K40 [12]. Exactly, if S is a K-graph over
DCRn and @S ¼ @D; then the maximum height h that S can rise above the plane
containing @S satisfies the inequality

hp
1

K
1
n

: ð6Þ

A second result refers to the C1 norm of the solutions of (1). Our motivation
is the following. Let us consider the Dirichlet problem (1)–(2) for the boundary
values j  1; that is, we seek K-hypersurfaces with boundary @O: According

to the result given in [4], if O is included in a hemisphere of Sn; for each K ; 0oKo1
there exists a K-hypersurface bounded by @O: However, it is natural to think
that thanks to the method of continuity, we can obtain solutions for KX1:

To do this, we start with the solution r0  1; what corresponds with the very
domain O: Then one could blow up from the domain O to get K-radial

graphs with fixed boundary @O and KX1; provided that we can control the C2

norms for all solutions rt of the auxiliary problems (4). The next result gives

us C1 estimates of solutions of (1) assuming a convexity condition on the boundary
@O:

Theorem 2. Let O be a smooth domain of Sn whose closure is included in a hemisphere

and denote by K the Gauss curvature of @O as submanifold O with respect to the
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inward unit normal. Let K be a positive number such that

1pK
n�1

n o inf
qA@O

KðqÞ: ð7Þ

Then there exists a positive constant CðK ;KÞ depending only on K and K; such that if

r is a positive solution of (1)–(2) with j  1; the following inequality holds:

sup
O

jrrjpCðK ;KÞ: ð8Þ

The proofs of Theorems 1 and 2 are inspired by ideas of Calabi [2] and Pogorelov
[11] by considering the Riemannian metric induced by the second fundamental form.
We compute the Laplacian of the modulus and supporting functions defined on the
K-hypersurface. We then apply the same techniques as in [12]. Using the fact that
the Gauss curvature is constant, our results are, essentially, a consequence of the
maximum principle for elliptic equations. Immediately following Theorem 2, we can
ask if hypothesis (7) on this Theorem suffices to assure the solvability of the Dirichlet
problem (1)–(2).

2. Preliminaries

Let S be a smooth hypersurface and x : S-Rnþ1 a convex immersion with
positive Gauss curvature. This means that the eigenvalues of the second fundamental
form s are positive anywhere. Then S is an orientable hypersurface. This occurs as
follows. Locally, for each pAS; there exists a neighborhood V of p that lies to one
side of the tangent space TpS to S at p: This allows us to orient S by a unit normal

vector field N : S-Sn: the choice of NðpÞ is that points to V and

spðu; vÞ ¼ �/dNpðuÞ; vS; u; vATpS;

where /�; �S denotes the usual inner product on Rnþ1:With this orientation N; s is a
Riemannian metric on S: Throughout this work, we shall assume this orientation on
the hypersurfaces.
Denote by l1;y; ln the principal curvature of x: The Gauss and mean curvature

K and H curvature of x are defined as

K ¼ l1yln; H ¼ l1 þ?þ ln

n
:

Choose a point pAS and an orthonormal basis e1;y; en for the metric s in the
tangent space TpS of S at p: Extend this basis to a frame, in a suitable neighborhood

VCS of p; by parallel transporting each ei; i ¼ 1;y; n with the connection rs along
geodesics issuing from p: This frame and its extensions to a neighborhood of p in
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Rnþ1 will again be denoted by e1;y; en: Notice that rs
ei

ejðpÞ ¼ 0 and ½ei; ej�ðpÞ ¼ 0;

for all i; j ¼ 1;y; n: Denote by r the connection on Rnþ1:

Lemma 3. Assume that the Gauss curvature K is constant. With the above notation, the

following identities hold:

Xn

i¼1
/ririN; ejSðpÞ ¼ 0; for all 1pjpn; ð9Þ

Xn

i¼1
/ririN;NSðpÞ ¼ �nHðpÞ: ð10Þ

Proof. (See also [3]). Denote by gij the metric of S; that is, gij ¼ /ei; ejS; g ¼ detðgijÞ
and ðgijÞ the inverse of ðgijÞ: Then

riN ¼ �
Xn

k¼1
gikek: ð11Þ

Because feig is an orthonormal frame for the metric s;

K ¼ 1

g
; nH ¼ traceðgijÞ ¼

Xn

i¼1
gii:

Since /N; ejS ¼ 0; we obtain,

/riN; ejS ¼ �/N;riejS ¼ �sðei; ejÞ ¼ �dij :

Hence

/ririN; ejSþ/riN;riejS ¼ 0:

Using ½ei; ej�ðpÞ ¼ 0 and (11), we have

Xn

i¼1
/ririN; ejSðpÞ ¼ �

Xn

i¼1
/riN;rjeiSðpÞ ¼

Xn

k;i¼1
gik/ek;rjeiS:

Since

/ek;rjeiS ¼ 1
2
ðej/ei; ekSþ ei/ej; ekS� ek/ej; eiSÞ;
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we have

Xn

i¼1
/ririN; ejSðpÞ ¼ 1

2

Xn

i;k¼1
gikejðgikÞðpÞ þ

1

2

Xn

i¼1
ei

Xn

k¼1
gikgkj

 !
ðpÞ

� 1

2

Xn

k¼1
ek

Xn

i¼1
gkigij

 !
ðpÞ ¼ 1

2

Xn

i;k¼1
gikejðgikÞðpÞ

¼ 1

2

ejðgÞ
g

ðpÞ ¼ 1

2
ejðlog gÞðpÞ ¼ 1

2
ej log

1

K

� �
ðpÞ ¼ 0;

where in the last identity, we use the fact of the constancy of K : This proves (9).

On the other hand, since /N;NS ¼ 1; /riN;NS ¼ 0: Thus, and from (11),

Xn

i¼1
/ririN;NSðpÞ ¼ �

Xn

i¼1
/riN;riNSðpÞ ¼

Xn

i;j¼1
gij/ej;riNSðpÞ

¼ �
Xn

i;j¼1
gijdijðpÞ ¼ �

Xn

i¼1
giiðpÞ ¼ �nHðpÞ:

This completes the proof. &

Proposition 4. Let x : S-Rnþ1 be a convex immersion with positive Gauss curvature

K. Let a be a fixed vector in Rnþ1: Denote by Ds the Laplacian operator in S with the

metric s: Then the function /x; aS satisfies

Ds/x; aS ¼ n/N; aS: ð12Þ

Moreover, if K is constant, the function /N; aS satisfies

Ds/N; aSþ nH/N; aS ¼ 0: ð13Þ

Proof. Let pAS and consider a geodesic moving frame e1;y; en in a neighborhood
of p for the metric s as in Lemma 3. Then

Ds/x; aS ¼
Xn

i¼1
sðrs

i rs
i /x; aS; eiÞ ¼

Xn

i¼1
eiei/x; aS ¼

Xn

i¼1
ei/ei; aS

¼
Xn

i¼1
/sðei; eiÞN; aS ¼ n/N; aS:

This proves (12).
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Now, let us assume that K is constant. Using (9) and (10), we obtain

Ds/N; aS ¼
Xn

i¼1
sðrs

i rs/N; aS; eiÞ ¼
Xn

i¼1
eiei/N; aS

¼
Xn

i¼1
/ririN; aS ¼

Xn

i;j¼1
/ririN;NS/N; aS

¼ � nH/N; aS;

and identity (13) follows. &

Corollary 5. Let S be a smooth hypersurface and let x : S-Rnþ1 be a convex

immersion of positive constant Gauss curvature K. Then modulus function jxj2 satisfies

Dsjxj2 ¼ 2n/N; xSþ 2
Sn

K
; ð14Þ

where Sn ¼
Pn

j¼1 ðl1y#ljylnÞ and, as usual, #lj means that lj is missing.

On the other hand, the supporting function /N; xS satisfies

Ds/N; xS ¼ �n � nH/N; xS: ð15Þ

Proof. Let a1;y; anþ1 be is an orthonormal basis of Rnþ1; and denote by xi ¼
/x; aiS; Ni ¼ /N; aiS; 1pipn þ 1; the coordinate functions of x and N;
respectively. Consider again e1;y; en; a geodesic moving frame around p as in
Lemma 3. We know from (11) that

rsxi ¼
Xn

k¼1
/ai; ekSek;

rsNi ¼ �
Xn

j;k¼1
gkj/ai; ejSek:

Then Proposition 4 and the Green’s identity imply

Dsjxj2 ¼ 2
Xnþ1
i¼1

ðxiD
sxi þ sðrsxi;rsxiÞÞ

¼ 2
Xnþ1
i¼1

nxiNi þ
Xn

j¼1
/ai; ejS2

 !
¼ 2n/N; xSþ 2

Xn

j¼1
gjj :
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Since fe1;y; eng is an orthonormal basis for s;

Xn

j¼1
gjj ¼ traceðgijÞ ¼

1

l1
þ?þ 1

ln

¼ Sn

K
:

On the other hand, and again by Proposition 4, we obtain for the supporting
function /N; xS;

Ds/N; xS ¼
Xnþ1
i¼1

NiD
sxi þ xiD

sNi þ 2sðrsxi;rsNiÞð Þ

¼
Xnþ1
i¼1

nN2
i � nHxiNi � 2

Xn

j;k¼1
ð/ai; ejS/ai; ekSgkjÞ

 !

¼ n � nH/N; xS� 2
Xn

j;k¼1
gjkgkj ¼ �n � nH/N; xS;

and this completes the proof of (15). &

3. Proof of Theorems 1 and 2

Let x : S-Rnþ1 be a convex radial graph over a domain OCSn and with positive
constant Gauss curvature K : We consider on S the orientation N so that the second
fundamental form s is a positive definite quadratic form (and thus, H is a positive
function). Since S is a radial graph, the function supporting /N;xS either positive
or negative in the whole hypersurface S:
For clarity in this section, we first prove the following lemma:

Lemma 6. With the above assumptions, the following holds:

(1) If the sign of /N; xS is positive, then

jpjp sup
pA@S

jpj; for all pAS:

(2) Assume that O is strictly included in a hemisphere and @S ¼ @O: If KX1 and

/N; xS is negative on S; then jpjX1; for all pAS:

Proof. The first assertion is a consequence of the maximum principle applied to

Eq. (14). For the second statement and without loss of generality, let D ¼
fpASn; pnþ140g be the hemisphere containing O: Assume to the contrary, that is,

there are interior points of S in the open ball B ¼ fpARnþ1; jpjo1g: Take the family
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of spherical caps Ct; 0pto1 such that @Ct ¼ @D; intðCtÞCB-fpARnþ1; pnþ140g
and where t denotes the Gauss curvature of Ct: Starting from the disc C0; we blow up
until the first point of contact between some Ct0 and S; t0o1: This occurs at some
common interior point of both hypersurfaces. Then the comparison principle for S
and Ct0 yields a contradiction. &

Now we are in position to prove Theorem 1. Denote by S the graph of the
function r in the statement of theorem. We need to estimate the modulus function of

S; since jpj ¼ jxðqÞj ¼ rðqÞ; qA %O: If the supporting function /N; xS is positive, then
Lemma 6 gives jpjpM; what proves (5).
We then assume that /N; xS is negative in S: Combining (14) and (15),

Ds K
1
n

2
jxj2 þ/N; xS

0
@

1
A ¼ nðK

1
n � HÞ/N; xSþ Sn � nK

n�1
n

K
n�1

n

: ð16Þ

Inequality between the geometric and arithmetic average gives K1=n � Hp0: Using
again this inequality for each one of the summands of Sn; we have

Sn

n
¼ 1

n

Xn

j¼1
ðl1y#ljylnÞX

Yn

j¼1
ðl1y#ljylnÞ

 !1
n

¼ K
n�1

n :

In view of (16), we then obtain

Ds K
1
n

2
jxj2 þ/N; xS

0
@

1
AX0:

The maximum principle for elliptic equations gives us

K
1
n

2
jxj2 þ/N; xSpmax

pA@S

K
1
n

2
jpj2 þ/NðpÞ; pS

0
@

1
Ap

K
1
n

2
M2: ð17Þ

Using the fact that /N; xSX� jxj; one has

K
1
njxj2 � 2jxj � K

1
nM2p0:

This inequality is quadratic in jxj; and we easily obtain from it estimate (5). This
completes Theorem 1.
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Remark 7. In the case that the boundary values j is constant, namely j  R40;
inequality (5) written as

rp
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ R2K

2
n

q
K

1
n

: ð18Þ

In this situation, we get equality in (18) when S is a spherical cap that meets the

sphere SnðRÞ of radius R orthogonally along its boundary. Exactly, let rAð0; 1Þ and
O ¼ fxASn; xnþ14

ffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
g: Let

S ¼ xARnþ1;
Xn

i¼1
x2

i þ xnþ1 �
Rffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
� �2

¼ R2r2

1� r2

( )
:

Then the spherical cap S-fxnþ1XR
ffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
g attains estimate (18).

Remark 8. We point out that Rosenberg’s estimate (6) is obtained from (18) by
subtracting R from each side and letting R tend to þN:

We now proceed to show Theorem 2. Let the setting be as in Theorem 2 and
consider r a solution of (1)–(2). Denote by S the corresponding K-hypersurface
defined by r: In deriving the gradient estimate, it is much more convenient to express
rr in terms of the supporting function /N; xS of S: Recall that the orientation N is
given by (3), and then

/N; xS ¼ � r2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ jrrj2

q o0: ð19Þ

Moreover, Lemma 6 implies jpjX1 for each pAS:
Thus a priori C1 estimates of r are reduced to control the supporting function

/N; xS; together C0 estimates of the function r:
Let Z (resp. n) be the inward unit normal vector of @O (resp. @S) regarded as

submanifold of O (resp. S). Because jpjX1 on S; we know /np; pSX0; for all pA@O:
Now M ¼ 1 in (5). Inequality (17) assures that the maximum is achieved at some

boundary point qA@O:

K
1
n

2
jpj2 þ/NðpÞ; pSp

K
1
n

2
þ/NðqÞ; qS; for all pAS: ð20Þ

Thus the maximum principle gives us

K
1
n/nq; qSþ/dNqnq; qSp0;
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and consequently,

ðK
1
n � sqðnq; nqÞÞ/nq; qSp0: ð21Þ

If /nq; qS ¼ 0; the (boundary version) maximum principle between S and %OCSn

concludes that S ¼ %O: Thus, we can assume that /nq; qS40: Then (21) yields

K
1
npsqðnq; nqÞ: ð22Þ

Denote by sO the second fundamental form of the immersion @O+O; and by
m1;y; mn�1 their principal curvatures. Consider e1;y; en�1 an orthonormal basis of

Tq@S; such that s@Oq ðei; ejÞ ¼ dijmi: Then we have

sqðei; eiÞ ¼ sOq ðei; eiÞ/NðqÞ; ZqS�/NðqÞ; qS

¼ miðqÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�/NðqÞ; qS2

q
�/NðqÞ; qS; 1pipn � 1;

sqðei; ejÞ ¼ �/ei; ejS/NðqÞ; qS ¼ 0; iaj:

We claim that

sqðei; nqÞ ¼ 0; for all i ¼ 1;y; n � 1:

Combining (18) and (20), the restriction of function /N; xS into @O has a maximum

at q: Because /N; xS2 þ/N; ZS2 ¼ 1 along @O; and /N; xS; /N; ZS has sign
along @O; q is also a critical point of /N; ZS along @O: Hence, for all 1pipn � 1;

ei/N; xS ¼ 0; ei/N; ZS ¼ 0:

Thus, rei
N is a tangent vector to Sn at the point q: In view of this,

sqðei; nqÞ ¼ �/rei
N; nqS ¼ �/rei

N; ZqS/nq; ZqS:

Finally

/rei
N; ZqS ¼ ei/N; ZS ¼ 0:

As the Gauss curvature is given by the determinant of the second fundamental form
in an orthonormal basis, from (22) and together with that fact that /N; xS is
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negative, we have

K ¼ sqðnq; nqÞ detðsqðei; ejÞÞ

¼ sqðnq; nqÞ
Yn�1
i¼1

ðmiðqÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�/NðqÞ; qS2

q
�/NðqÞ; qSÞ

XK
1
nKðqÞð1�/NðqÞ; qS2Þ

n�1
2 :

Then

K
n�1

n XKðqÞð1�/NðqÞ; qS2Þ
n�1
2 : ð23Þ

Set

K0 ¼ inf
pA@O

KðpÞ:

Hypothesis (7) leads a constant C1 ¼ C1ðK;KÞ such that K
n�1

n oC1oK0: In virtue
of (23), one has

ð1�/NðqÞ; qS2Þ
n�1
2 oC2 :¼

C1

K0
o1:

Thus

/NðqÞ; qSo�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C

2
n�1
2

r
o0:

Taking into account the above inequality and that jpjX1 (see Lemma 6), it follows
from (20) that

/NðpÞ; pSp
K

1
n

2
ð1� jpj2Þ þ/NðqÞ; qSpC3 :¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C

2
n�1
2

r
: ð24Þ

Remark that the negative number C3 depends only on K and K :
Let C4 ¼ C4ðKÞ be the right-hand of estimate (18). Then from (19) and (24), we

obtain finally

jrrjpCðK ;KÞ ¼: � C4ðKÞ2

C3ðK;KÞ;

that proves (8). This ends the proof of Theorem 2. &
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