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1 Introduction and preliminaries

The questions about the existence, multiplicity and stability of T-periodic so-
lutions for the pendulum equation

x′′ + c x′ + k sin x = e(t) + s,

with c, k ≥ 0,
∫ T

0
e(s)ds = 0 and s ∈ R, have attracted a lot of attention in the

last decades (see [9] and references therein).
Recently in [16] it is studied the forced pendulum with relativistic effects x′√

1− x′2

v2

′

+ c x′ + k sin x = e(t), (1.1)

where v > 0 is the speed of light in vacuum. The main result in [16] asserts that
for every T-periodic external force e(t) with mean value zero there exists a T-
periodic solution provided that 2 v T ≤ 1. As explained in [16], this result means
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an essential difference between the relativistic and the newtonian (v = +∞)
case.

Equation (1.1) can be written as

(φr(x′))
′ + c x′ + k sin x = e(t),

where φr :]− v, v[→ R is given by φr(z) = z√
1− z2

v2

, and then it fits into the class

of φ-Laplacian equations. We say that a φ-Laplacian operator satisfying

(H1) φ :]− a, a[−→]− b, b[ is an increasing homeomorphism with φ(0) = 0 and
0 < a, b ≤ +∞,

is singular when its domain is finite (a < +∞) and on the contrary the operator
is said regular. On the other hand we say that φ is bounded if its range is finite
(b < +∞) and unbounded in other case (see [2, 3, 4, 8]).

The results in [16] were extended in [17] to the pendulum-type equation

(φ(x′))′ + h(x)x′ + g(x) = e(t) + s, (1.2)

with a Liénard term and a general φ-Laplacian. The main goal in [17] is to
ensure that the set Ie of mean values s for which (1.2) has a T-periodic solution
is a proper interval, which it is known as the nondegeneracy problem.

In this paper we deal with the φ-Laplacian pendulum-type equation

(φ(x′))′ + c x′ + g(x) = e(t) + s. (1.3)

In Section 2 we improve the results of [17] for the particular case h(x) = c and
based on the Leray-Schauder degree we give also alternative conditions to ensure
the nondegeneracy of (1.3). In Section 3 we study the stability of the T -periodic
solutions previously obtained and finally in Section 4 we give some applications
to pendulum equations. We would like to remark that up to our knowledge
the stability results presented in this paper are the first ones available in the
literature in the framework of φ-Laplacian equations, and can be seen as natural
extensions of the classical stability conditions [13, 14, 15, 5] for the newtonian
equation.

We introduce some notation. Let CT be the Banach space of the T -periodic
and continuous functions. The space CT can be decomposed as CT = R ⊕ C̃T

where C̃T is the space of the T -periodic and continuous functions with zero
mean value.

We will reduce the search for T -periodic solutions of (1.3) to find a fixed
point for a suitable operator (see [17, Section 2] for the complete details). We
shall assume the existence of two real numbers R1 < R2 such that

(H2+) g ∈ C1([R1, R2]) and g′(x) > 0 for all x ∈ [R1, R2],

From now on, for e ∈ C̃T we will use the T -periodic function

E(t) =
∫ t

0

e(τ)dτ,
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and we will denote

δ(E) = max
t∈[0,T ]

E(t)− min
t∈[0,T ]

E(t).

For each s ∈]g(R1), g(R2)[ consider the closed, convex and nonempty set

K = {y ∈ C̃T : y(t) ∈ [g(R1)− s, g(R2)− s]},

the functional

F [y](t) =
∫ t

0

y(τ)dτ − E(t) + cg−1(y + s),

for each y ∈ K, and the constants

A ≡ T (g(R1)− s)− max
t∈[0,T ]

E(t) + cR1,

B ≡ T (g(R2)− s)− min
t∈[0,T ]

E(t) + cR2.

Clearly, for each y ∈ K we have

A ≤ min
t∈[0,T ]

F [y](t) ≤ max
t∈[0,T ]

F [y](t) ≤ B.

Proposition 1 [17, Section 2] Suppose that there exist real numbers R1 < R2

such that (H2+) holds and B−A < b (this condition is trivially satisfied when-
ever φ is unbounded, i.e. b = +∞).

Then for any y ∈ K, there exists a unique choice of Cy, Dy (depending
continuously on y) such that

T [y](t) ≡
∫ t

0

g′(g−1(y + s))φ−1 (−F [y](t) + Cy) ds+Dy ∈ C̃T . (1.4)

Moreover, Cy ∈ [A,B], the functional T : K → C̃T is completely continuous
and if y ∈ K is a fixed point of T then x = g−1(y + s) is a T -periodic solution
of (1.3).

Note that under the reciprocal assumption

(H2−) g ∈ C1([R1, R2]) and g′(x) < 0 for all x ∈ [R1, R2].

an analogous fixed point problem can be formulated, with the evident changes.
In this case, the set is

K = {y ∈ C̃T : y(t) ∈ [g(R2)− s, g(R1)− s]},

and the involved constants are

Ã ≡ T (g(R2)− s)− max
t∈[0,T ]

E(t) + cR1,

B̃ ≡ T (g(R1)− s)− min
t∈[0,T ]

E(t) + cR2.
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2 Existence results

Theorem 1 Let us assume (H1), c ≥ 0, e ∈ C̃T and that there exist real
numbers R1 < R2 such that (H2+) holds and B − A < b (this condition is
trivially satisfied whenever φ is unbounded, i.e. b = +∞).

The following results are satisfied:

(I) If

L1 :=
T

2
max

x∈[R1,R2]
|g′(x)|φ−1(B −A) ≤ |g(R2)− g(R1)|,

then, for every

s ∈
[
g(R1) +

L1

2
, g(R2)−

L1

2

]
,

there exists at least one T -periodic solution of equation (1.3) belonging to
[R1, R2].

(II) If

L2 :=
2δ(E) + T |g(R2)− g(R1)|

c
≤ R2 −R1,

then, for every

s ∈
[
g

(
R1 +

L2

2

)
, g

(
R2 −

L2

2

)]
,

there exists at least one T -periodic solution of equation (1.3) belonging to
[R1, R2].

Note that B −A does not depend on s, more concretely,

B −A = T (g(R2)− g(R1)) + δ(E) + c(R2 −R1).

Proof. By Proposition 1 it is enough to prove the existence of a fixed point inK
for operator T . The existence of such fixed point is an immediate consequence
of the basic properties of the Leray-Schauder degree and the following a priori
estimates for the solutions of the equation y = λT y, λ ∈ (0, 1).

Case (I).- If y = λT y then y has mean value zero, y(0) = y(T ) and ‖y′‖∞ <
max

x∈[R1,R2]
|g′(x)|φ−1(B − A). Therefore by [11, Chapter XV, Theorem 3] we

obtain that

‖y‖∞ <

T max
x∈[R1,R2]

|g′(x)|φ−1(B −A)

4
,

and by using the condition over s,

g(R1)− s < y(t) < g(R2)− s,

for all t ∈ [0, T ]. Therefore y ∈ int(K).
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Case (II).- If y = λT y then y is a T -periodic solution of the differential equation

φ

(
y′

λg′(g−1(y + s))

)′
+ c

y′

g′(g−1(y + s))
+ y(t) = e(t).

Integrating between two points t1 and t2 where y attains its maximum and
minimum with 0 < t2 − t1 < T/2, we obtain

c
(
g−1(y(t2) + s)− g−1(y(t1) + s)

)
=
∫ t2

t1

e(s)ds−
∫ t2

t1

y(s)ds,

and therefore

max
t∈[0,T ]

g−1(y(t) + s)− min
t∈[0,T ]

g−1(y(t) + s) <
δ(E) + T

2 |g(R2)− g(R1)|
c

Taking into account that y vanishes at some point (because it has mean
value zero) and the condition over s, we deduce from the above inequality that

R1 < g−1(y(t) + s) < R2,

for all t ∈ [0, T ], which imply that g(R1) − s < y(t) < g(R2) − s and thus
y ∈ int(K). ut

Remark 1 Note that the previous theorem remains true if e ∈ L̃1[0, T ]. So,
part (I) of Theorem 1 improves Theorems 1 and 5 in [17] when h(x) = c.

On the other hand, we point out that the estimate of part (II) implies that
problem (1.3) has always a T -periodic solution for high values of the friction
coefficient c.

If we assume (H2−) instead of (H2+) then we obtain a completely analogous
theorem with the obvious changes. Combining both type of results will be the
key to obtain multiplicity results.

Theorem 2 Let us assume (H1), c ≥ 0, e ∈ C̃T and that there exist real
numbers R1 < R2 such that (H2−) holds and B̃ − Ã < b (this condition is
trivially satisfied whenever φ is unbounded, i.e. b = +∞).

The following results are satisfied:

(I) If

L̃1 :=
T

2
max

x∈[R1,R2]
|g′(x)|φ−1(B̃ − Ã) ≤ |g(R2)− g(R1)|,

then, for every

s ∈

[
g(R1) +

L̃1

2
, g(R2)−

L̃1

2

]
,

there exists at least one T -periodic solution of equation (1.3) belonging to
[R1, R2].
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(II) If

L̃2 :=
2δ(E) + T |g(R2)− g(R1)|}

c
< R2 −R1,

then, for every

s ∈

[
g

(
R2 −

L̃2

2

)
, g

(
R1 +

L̃2

2

)]
,

there exists at least one T -periodic solution of equation (1.3) belonging to
[R1, R2].

3 Stability results

The aim of this section is to investigate the stability of the periodic solutions
of (1.3) found in the previous section. We point out that the stability in a
relativistic harmonic oscillator (without damping) has been studied in the recent
papers [7, 12].

Let us denote ψ ≡ φ−1. We shall assume

(H3) ψ ∈ C1(]− a, a[) and ψ′(x) 6= 0 for all x ∈]− a, a[.

Equation (1.3) is equivalent to the first order system{
x′ = ψ(y),
y′ = −c ψ(y)− g(x) + e(t) + s.

(3.5)

If x0(t) is a T -periodic solution of (1.3) we shall understand its stability
like the stability of (x0(t), φ(x′0(t))) as a T -periodic solution of (3.5) (see [1]
for the standard notion of stability of first order systems). The corresponding
variational system is(

x′

y′

)
=
(

0 ψ′(φ(x′0(t)))
−g′(x0(t)) −c ψ′(φ(x′0(t)))

)(
x
y

)
,

that can be rewritten into the single equation(
x′

ψ′(φ(x′0(t)))

)′
+ c x′ + g′(x0(t))x = 0.

Now, the time rescalling t(τ) defined implicitly by

τ =
∫ t

0

ψ′(φ(x′0(s)))ds, (3.6)

leads to the T ∗− periodic linear equation

x′′ + c x′ +
g′(x0(t(τ)))

ψ′(φ(x′0(t(τ))))
x = 0, (3.7)
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where

T ∗ =
∫ T

0

ψ′(φ(x′0(s)))ds.

The following result gives a “linearization principle” for equation (1.3).

Lemma 1 Let us assume (H1), (H3), c > 0, g is a continuously differentiable
function and e ∈ C̃T . Suppose moreover that x0(t) is a T -periodic solution of
(1.3). If the unique solution of (3.7) with period 2T ∗ is the trivial one, then
x0(t) is asymptotically stable (resp. unstable) if and only if the origin of (3.7)
is asymptotically stable (resp. unstable).

Proof. If µ1 and µ2 are the characteristic multipliers of (3.7) we know that
µ1 µ2 = e−c T∗

< 1 (taking into account the Jacobi-Liouville formula and c > 0).
Then if the characteristic multipliers are complex conjugate we deduce that their
modulus is strictly less than one. On the other hand the case where −1 or 1
is a characteristic multiplier is avoided since (3.7) has not non-trivial solutions
with period 2T ∗. Then the origin of (3.7) is hyperbolic and the lemma follows.
ut

Remark 2 We point out that every solution of (3.7) with period T ∗ has also
period 2T ∗. So the assumption of Lemma 1 prevents also the existence of non
trivial T ∗-periodic solutions for (3.7).

The following result provides explicit conditions that avoid the existence of
non trivial 2T ∗−periodic solutions. Such results are well-known in this context,
so instead of a complete proof we will give the adequate references. From now
on, given f, g ∈ CT we write f ≺ g if f(t) ≤ g(t) for all t and the inequality is
strict in a set of positive measure.

Lemma 2 Let us assume c > 0, α ∈ C2 T∗ and consider the linear differential
equation

x′′ + c x′ + α(t)x = 0. (3.8)

If one of the followings conditions holds

(i) α(t) ≺ 0 for a.e. t ∈ [0, 2T ∗],

(ii) 0 ≺ α(t) ≺
(

2π
T∗

)2 + c2

4 for a.e. t ∈ [0, 2T ∗],

then the unique solution of (3.8) which has period 2T ∗ is the trivial one.

Proof. In the case (i), the Sturm comparison Theorem implies that a possible
nontrivial 2T ∗-periodic solution has constant sign, then you get a contradiction
by integrating (3.8) over a period. Let us consider the case (ii). By contradic-
tion, if x(t) is a 2T ∗-periodic solution then y(t) = y(t + T ) − y(t) is a skew-
periodic solution. Then, [15, Proposition 2.1] implies that y(t) ≡ 0, that is, x(t)
should be T ∗-periodic. Now, [6, Lemma 2.3] implies that x(t) ≡ 0. ut
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Proposition 2 Assume c > 0. Then the periodic solution provided by Theorem
2 is always unstable.

Proof. By (H2−) the equation (3.7) satisfies condition (i) in Lemma 2. More-
over an homotopy argument shows that the index γ of the origin as a periodic
solution of equation (3.7) is γ = −1. On the other hand, it is known that
γ = sgn[(1− µ1)(1− µ2)], where µ1 and µ2 are the characteristic multipliers of
(3.7). Now, from (1− µ1)(1− µ2) < 0 it follows that both of them are real and
one is strictly greater than 1, which implies that the origin of (3.7) is unstable.
So by Lemma 1 the periodic solution is also unstable. ut

Proposition 3 Assume c > 0. If the periodic solution x0 provided by Theorem
1 satisfies moreover the condition

g′(x0(t))
ψ′(φ(x′0(t)))

≺
(

2π
T ∗

)2

+
c2

4
for a.e. t ∈ [0, T ], (3.9)

then it is asymptotically stable.

Proof. By (H2+) and (3.9) the equation (3.7) satisfies condition (ii) in Lemma
2 and an homotopy argument show that the index of the origin as a periodic
solution of equation (3.7) is 1. Then its asymptotical stability is a direct con-
sequence [15, Proposition 2.1] (see also [14]). So Lemma 1 implies that the
periodic solution x0 is also asymptotically stable. ut

In the following results, some concrete conditions for stability are provided.

Corollary 1 On the conditions of Theorem 1, if R1, R2, c satisfy

max
x∈[R1,R2]

g′(x)

min
|x|≤B−A

ψ′(x)
<

 2π
T max
|x|≤B−A

ψ′(x)

2

+
c2

4
, (3.10)

then the T -periodic solution is asymptotically stable.

Proof. If x0 is the T -periodic solution provided by Theorem 1 then x0 =
g−1(y0 + s) where y0 ∈ K is a fixed point of operator T given by (1.4). Then,
one has the bound ‖φ(x′0)‖∞ ≤ B −A. Hence,

T ∗ ≤ T max
|x|≤B−A

ψ′(x)

and (3.9) follows easily from (3.10). ut

Corollary 2 Let us define the constant M = T max{|g(R1)| , |g(R2)|}+‖e‖2
√
T .

On the conditions of Theorem 1, if

max
x∈[R1,R2]

g′(x)

min
|x|≤M

ψ′(x)
<

 2π
T max
|x|≤M

ψ′(x)

2

+
c2

4
, (3.11)

then the T -periodic solution is asymptotically stable.
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Proof. The proof is analogous by using in this case the bound ‖φ(x′0)‖∞ ≤M ,
which we are going to justify in the following. Multiplying (1.3) by φ(x′0)

′ and
integrating over [0, T ] one gets

‖φ(x′0)
′‖22 ≤ (

√
T max{|g(R1)| , |g(R2)|}+ ‖e‖2) ‖φ(x′0)

′‖2

by Cauchy-Schwarz inequality and (H2+). Hence,

‖φ(x′0)
′‖2 ≤

√
T max{|g(R1)| , |g(R2)|}+ ‖e‖2 .

If t̃ is such that x′0(t̃) = 0, then

|φ(x′0(t))| =
∣∣∣∣∫ t

t̃

φ(x′0)
′
∣∣∣∣ ≤ ‖φ(x′0)

′‖1 ≤
√
T ‖φ(x′0)

′‖2 ≤M

for all t, as required. ut

Remark 3 For the pendulum equation x′′ + c x′ + k sin x = e(t) + s both con-
ditions of Corollaries 1 and 2 reduce to

0 < k <
2π2

T 2
+
c2

4
, (3.12)

which it is the condition derived by Ortega in [15] for the newtonian case.

4 Some applications to φ-Laplacian pendulum
equations

Since part (I) of Theorems 1 and 2 provides similar results as in [17] (but with
a better estimate) we focus our attention in this section to the results provided
by part (II) of Theorems 1 and 2 about the φ-Laplacian pendulum equation

(φ(x′))′ + c x′ + k sinx = e(t) + s. (4.13)

4.1 The unbounded case

In this subsection we deal with an unbounded operator φ, that is b = +∞.

Theorem 3 Let us assume (H1), k > 0, e ∈ C̃T and

2δ(E) + 2Tk < cπ.

(Existence and multiplicity) For every

s ∈
]
k sin

(
−π

2
+
δ(E) + Tk

c

)
, k sin

(
π

2
− δ(E) + Tk

c

)[
,

equation (4.13) possesses at least two T-periodic solutions x1, x2 which satisfy
−π

2 < x1 <
π
2 < x2 <

3π
2 .
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(Stability) Under the previous assumptions, if moreover (H3) holds then x2

is unstable. If in addition condition (3.10) (or (3.11)) is fulfilled with R1 =
−π

2 , R2 = π
2 , then x1 is asymptotically stable.

Proof. Since g(x) = k sinx the existence of x1 follows from Theorem 1 (II)
taking R1 = −π

2 + ε and R2 = π
2 − ε, while the existence of x2 is deduced from

Theorem 2 (II) with R1 = π
2 + ε and R2 = 3π

2 − ε, where ε > 0 is taken small
enough.

On the other hand, the stability results are a direct consequence of Propo-
sitions 2 and Corollaries 1 and 2. ut

A direct application of the previous result to the relativistic pendulum x′√
1− x′2

v2

′

+ c x′ + k sin x = e(t) + s, (4.14)

gives the following corollary.

Corollary 3 Let us assume v, k > 0, e ∈ C̃T and

2δ(E) + 2Tk < cπ.

(Existence and multiplicity) For every

s ∈
]
k sin

(
−π

2
+
δ(E) + Tk

c

)
, k sin

(
π

2
− δ(E) + Tk

c

)[
,

equation (4.14) possesses at least two T-periodic solutions x1, x2 which satisfy
−π

2 < x1 <
π
2 < x2 <

3π
2 .

(Stability) Under the previous assumptions, x2 is unstable. Moreover, x1 is
asymptotically stable provided that

k

(
1 +

H2

v2

) 3
2

<

(
2π
T

)2

+
c2

4
, (4.15)

being H = min
{
kT + ‖e‖2

√
T , 2T + δ(E) + cπ

}
.

Proof. The existence condition is clear. For the stability, we can use the explicit
bounds R1 = π

2 , R2 = 3π
2 of the solution x2 in order to compute explicitly

conditions (3.10) and (3.11). For such conditions, the constants M,A,B can be
computed and it turns out that

M = kT + ‖e‖2
√
T , B −A = 2T + δ(E) + cπ.

Then H = min {M,B −A}. On the other hand, the inverse of the relativistic
laplacian is ψ(z) = z√

1+ z2

v2

. Now, it is easy to verify that condition (4.15)

condenses (3.10) and (3.11) into a single expression. ut
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Remark 4 In the limit case v = +∞ condition (4.15) reduces to (3.12).

It is interesting to point out that our results are new even for the newtonian
pendulum. Let us review some known results. For the classical pendulum
equation

x′′ + c x′ + k sinx = e(t) + s, (4.16)

it it proved in [10], that (4.16) is non-degenerate and s = 0 ∈ Ie under the
condition

T ‖e‖2 < cπ
√

3, (4.17)

and in [17] assuming
T (2T + cπ + δ(E)) < 2

√
3. (4.18)

Note that in the last inequality the 2
√

3 can be improved up to 4 by using part
(II) of Theorems 1 and 2.

Finally, the main result of [5] asserts that if (4.16) is non-degenerate, s ∈
int Ie and

k < max

{
c2

4
+
π2

T 2
,
π

T

√
c2 +

π2

T 2

}
,

then (4.16) has at least one unstable T -periodic solution and one asymptotically
stable T -periodic solution.

As a consequence of Theorem 3 we obtain the following alternative multi-
plicity result, which moreover gives us an explicit estimate of the solvability
interval, bounds for the solutions as well as information about their stability.

Corollary 4 If
2δ(E) + 2Tk < cπ,

then for every

s ∈
]
k sin

(
−π

2
+
δ(E) + Tk

c

)
, k sin

(
π

2
− δ(E) + Tk

c

)[
,

equation (4.16) possesses two different solutions x1, x2 which verify −π
2 < x1 <

π
2 < x2 <

3π
2 . Moreover, x1 is asymptotically stable and x2 is unstable.

Proof. It follows from Theorem 3 taking into account that condition 2δ(E) +
2Tk < cπ implies that

k <
c

2
π

T
≤ π2

T 2
+
c2

4
<

2π2

T 2
+
c2

4
,

and then condition (3.9) is fulfilled (see Remark 3). ut
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4.2 The bounded case

In the analysis of a bounded φ-Laplacian operator φ : R →]− b, b[ with b < +∞
we need to impose an additional condition, namely B −A < b.

Theorem 4 Let us assume that φ : R →] − b, b[ with b < +∞ and k > 0,
e ∈ C̃T verify

2T + cπ + δ(E) < b, (4.19)

and
2δ(E) + 2Tk < cπ. (4.20)

(Existence and multiplicity) Then for each

s ∈
]
k sin

(
−π

2
+
δ(E) + Tk

c

)
, k sin

(
π

2
− δ(E) + Tk

c

)[
,

equation (4.13) has at least two T -periodic solutions x1, x2 which satisfy −π
2 <

x1 <
π
2 < x2 <

3π
2 .

(Stability) If moreover (H3) holds then x2 is unstable. If in addition condition
(3.10) (or (3.11)) is fulfilled with R1 = −π

2 , R2 = π
2 , then x1 is asymptotically

stable.

Proof. Since g(x) = k sinx and b = 1 condition (4.19) implies that B −A < b
when R1 = −π

2 +ε and R2 = π
2−ε, and B̃−Ã < b if R1 = π

2 +ε and R2 = 3π
2 −ε,

for small enough ε > 0. Now the theorem follows from the same arguments than
those of the proof of Theorem 3. ut

Now, a direct corollary can be written for the pendulum equation(
x′√

1 + x′2

)′
+ c x′ + k sinx = e(t) + s, (4.21)

with the one-dimensional mean curvature operator φm(z) = z√
1+z2 for all z ∈ R.

We omit further details.

Corollary 5 Let us assume c > 0, k > 0, e ∈ C̃T ,

2T + cπ + δ(E) < 1,

and
2δ(E) + 2Tk < cπ.

(Existence and multiplicity) For every

s ∈
]
k sin

(
−π

2
+
δ(E) + Tk

c

)
, k sin

(
π

2
− δ(E) + Tk

c

)[
,

equation (4.21) possesses at least two T-periodic solutions x1, x2 which satisfy
−π

2 < x1 <
π
2 < x2 <

3π
2 .
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(Stability) Under the previous assumptions, x2 is unstable. Moreover, x1 is
asymptotically stable provided that

k <

(
2π
T

)2 (
1−H2

)3
+
c2

4
, (4.22)

being H = min
{
kT + ‖e‖2

√
T , 2T + δ(E) + cπ

}
.
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