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Abstract

In this paper we study the existence and multiplicity of solutions of
the Lorentz force equation(

q′√
1− |q′|2

)′

= E(t, q) + q′ ×B(t, q)

with periodic or Dirichlet boundary conditions. In Special Relativity, it
models the motion of a slowly accelerated electron under the influence of
an electric field E and a magnetic field B. We provide a rigourous crit-
ical point theory by showing that the solutions are the critical points in
the Szulkin’s sense of the corresponding Poincaré non-smooth Lagrangian
action. By using a novel minimax principle, we prove a variety of exis-
tence and multiplicity results. Based on the associated Planck relativistic
Hamiltonian, an alternative result is proved for the periodic case by means
of a minimax theorem for strongly indefinite functionals due to Felmer.

MSC 2010 Classification : 58E05; 58E35; 34C25; 83A05; 70H40
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1 Introduction

In the relativistic regime with the velocity of light in the vacuum and the charge-
to-mass ratio normalized to one by simplicity, the motion of a slowly accelerated
charged particle under the influence of an electromagnetic field is modeled by
the Lorentz force equation (LFE)(

q′√
1− |q′|2

)′
+ (W (t, q))′ = E(t, q, q′)−∇qV (t, q), (1)

where V : [0, T ]× R3 → R and W : [0, T ]× R3 → R3 are two C1-functions and
E : [0, T ]× R3 × R3 → R3 is given by

E(t, q, p) = (p ·Dq1W (t, q), p ·Dq2W (t, q), p ·Dq3W (t, q)).

By a solution of the above equation we mean a function q = (q1, q2, q3) of class
C2 such that |q′(t)| < 1 for all t, and which verifies the equation. In what follow
R3 is endowed with the Euclidean scalar product “ · ” and the Euclidean norm
“| |”. Denoting by

E = −∇qV −
∂W

∂t
, B = curlqW,

the electric and magnetic fields respectively, the equation above is written as(
q′√

1− |q′|2

)′
= E(t, q) + q′ ×B(t, q),

which is the classical form of the Lorentz force equation that can be found in
many textbooks and monographies on Classical Mechanics and Electrodynam-
ics, see for instance [16, Chapter 12] or [18, Chapter 3]. Historically, the Lorentz
force equation dates back to Poincaré [26] and Planck [24].

A deeper understanding of the dynamics of charged particles induced by
external electromagnetic fields is of primary importance, not only from the
theoretical point of view but also for applications like particle accelerators, where
the consideration of relativistic effects becomes essential. In spite of being one
of the fundamental equations of Mathematical Physics, most of the studies on
the dynamics of Lorentz force equation are limited to the identification of exact
solutions for particular cases of simple electromagnetic fields (uniform and static
fields [18], circular, linear or elliptically polarized electromagnetic waves [1, 3, 29]
and other variants). One of the main reasons of the lack of qualitative results is
that a neat and rigorous variational approach is not available up to the date. It
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is well known that (1) is formally the Euler-Lagrange equation of the relativistic
Lagrangian

L(t, q, p) = 1−
√

1− |p|2 + p ·W (t, q)− V (t, q).

See [18] or Feynmann 19th lesson [15]. More precisely, observe that the second
part

L(t, q, p) = p ·W (t, q)− V (t, q), (t, q, p) ∈ [0, T ]× R3 × R3

is a smooth function that accounts for the effect of the fields on the particle,
while the term 1−

√
1− |p|2 is only defined for |p| ≤ 1 and it is not differentiable.

This means that the corresponding action functional

I(q) :=

∫ T

0

L(t, q, q′)dt

is not of class C1 and the usual critical point theory [4, 28] is not applicable.
Historically, the relativistic Lagragian 1−

√
1− |p|2 dates back to Poincaré and

the pioneering papers [25, 26] (see [11] for a detailed discussion). More than one
century after this crucial contribution, a detailed study of the related literature
reveals that the mentioned lack of regularity has supposed a serious obstacle for
an adequate development of a proper critical point theory for the LFE.

This lack of regularity of the action functional is a typical situation inherent
to problems involving the relativistic acceleration. It was solved for the first
time by Brezis and Mawhin in [10] for the case of a forced relativistic pendulum
with periodic boundary conditions. In this paper, the authors suceeded to prove
that the global minimizer of the action functional is in fact a solution by means
of a suitable variational inequality. The problem considered in [10] is scalar and,
in addition, W ≡ 0 in it. Later, in [9] the action functional is identified for the
first time as the sum of a proper convex lower semicontinuous functional and
a C1-functional in the space of the continuous functions, then Szulkin’s critical
point theory from [30] is applicable. Indeed, when W = 0, the smooth part∫ T

0
L(t, q, q′)dt = −

∫ T
0
V (t, q)dt of the action functional can be defined in the

space of continuous functions and then it is not difficult to prove that every
Palais-Smale sequence (in a suitable sense) admits a subsequence converging in
that space; i.e., the Palais-Smale condition required in [30] holds. In our case,
the presence of a magnetic potential requires a complete reformulation from the
very beginning, since now the functional is not properly defined in the contin-
uous functions space (as in [9]). We are forced to define the action functional
in the Sobolev space W 1,∞

0 (resp. W 1,∞
T ), the set of functions q = (q1, q2, q3)

such that the components qi are Lipschitz functions with Dirichlet (resp. pe-
riodic) boundary conditions. By the definition in W 1,∞

0 , we cannot expect the
convergence in this space of a subsequence of every Palais-Smale sequence. As
a consequence the Szulkin’s critical point theory is not directly applicable. To
overcome this technical difficulty, observing additionally that the action func-
tional is continuous in its domain, we have developed in Section 2 some new
results that do not need any compactness assumption and rely essentially on
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the geometry of the functional, in the spirit of [5, 20]. From a theoretical point
of view, such results may be interesting by themselves. Once the Palais-Smale
sequence is obtained, we discuss (see Lemma 5) what convergence is satisfied by
a subsequence of it and we show that “its limit” is a critical point of the action
functional.

In Section 3, we state the precise functional framework for the Dirichlet
problem, and we prove rigourously that a critical point of the action functional
in the sense of Szulkin is a solution of the Dirichlet problem. Once it is proved
that the Lagrangian action is bounded below and attains its infimum, we can
state a principle of least action for the Lorentz force equation with Dirichlet
conditions. In this way, we give a positive answer to Hilbert’s 20th problem for
the Lorentz force equation with Dirichlet boundary conditions (see Theorem 3).
This is a type of “universal” existence result in the spirit of the known result
by Bartnik-Simon [6]. As a matter of fact, the mere existence result for the
Dirichlet problem can be deduced from the main result in [21], or more simply
from a basic application of Schauder’s fixed point theorem [8, Section 9]. The
advantage of our approach is that, once the critical point theory is settled on a
solid ground, one can look for critical points that are not the global minimum
by a suitable minimax theorem, giving rise to multiplicity results.

The consideration of the periodic problem is very natural as well, once it is
observed that a constant uniform magnetic field supports circular trajectories
in the plane perpendicular to the field (see for instance Chapter 2.21 in [18]).
Section 4 is dedicated to the periodic problem. Based on the functional setting
given in [9, 19] for W = 0, we show in Section 4.1 that q is a T -periodic solution
of (1) if and only if it is a critical point of the relativistic Lagrangian action I. By
means of such characterization of the T -periodic solution set, we give a principle
of the least action for I in Section 4.2. The very special case W = 0 was proved
in [9, 19]. Using this principle we provide sufficient conditions on V and W
for the existence of T -periodic solutions. Our second objective for the periodic
problem has been to develop a minimax principle for the Lagrangian action,
by using again the Minimax Principle for non-smooth functionals developed in
Section 2. Section 4.3 is devoted to this purpose.

As it is explained in many texbooks (see for instance [22, Chapter 1.2, Exam-
ple 5]), from the Lagrangian of the problem we can easily find the corresponding
Hamiltonian, that turns out to be

H(t, p, q) =
√

1 + |p−W (t, q)|2 − 1 + V (t, q).

Historically, it seems that this hamiltonian was formulated for the first time by
Planck in [24]. Since (1) is the Hamilton-Jacobi equation of the above relativis-
tic Hamiltonian, an alternative method consists in studying the critical points
of the associated Hamiltonian action. The difficulty in this case is that the
action functional is strongly indefinite. Section 5 is dedicated to develop this
Hamiltonian approach for the periodic problem. We use a minimax theorem for
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strongly indefinite functionals due to Felmer [14] for the Hamiltonian action as-
sociated to a modification of H in order to prove the existence of a nonconstant
T -periodic solution. Felmer’s result is a generalization of the minimax theorem
given in [7] which is applied to study superquadratic Hamiltonian systems. The
main result of Section 5, Theorem 5.1, is new even for the case W = 0. The
conditions upon the electric potential V were introduced by Rabinowitz in [27]
to deal with the existence of T -periodic solutions of second order Hamiltonian
systems.

Notation The letter C denotes a positive constant which will not necessarily
be the same at different places in the paper and which may sometimes change
from line to line.

2 Non-smooth functionals without compactness

Szulkin proved in [30] suitable versions of some well known minimax theorems
by a combination of geometrical and compactness conditions, to handle convex
lower semicontinuous perturbations of C1 functionals in Banach spaces. Here,
following [5, 20], we emphasize the role of the geometrical assumptions of those
minimax theorems to deduce the existence of a suitable Palais-Smale sequence
without assuming any compactness hypothesis.

Theorem 1 Assume that E is a Banach space and that the functional I : E →
(−∞,+∞] is the sum of two functionals I = Ψ + F where

(i) Ψ : E → (−∞,+∞] is a convex and proper functional with a closed do-
main Dom Ψ := {v ∈ E : Ψ(v) < ∞} in E and Ψ is continuous in
Dom Ψ.

(ii) F : E → R is a C1-functional.

Let also K be a compact metric space, K0 ⊂ K a closed subset and γ0 : K0 → E
a continuous map. Consider the set

Γ = {γ : K → E : γ is continuous and γ|K0
= γ0} .

If
c1 := sup

t∈K0

I(γ0(t)) < c := inf
γ∈Γ

sup
t∈K
I(γ(t)) <∞, (2)

then, for every ε > 0 and γ ∈ Γ such that

c ≤ max
t∈K
I(γ(t)) ≤ c+

ε

2
, (3)

there exist γε ∈ Γ and qε ∈ γε(K) ⊂ E satisfying

c ≤ max
t∈K
I(γε(t)) ≤ max

t∈K
I(γ(t)) ≤ c+

ε

2
,

max
t∈K
‖γε(t)− γ(t)‖ ≤

√
ε,
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c− ε ≤ I(qε) ≤ c+
ε

2
,

and

Ψ(ϕ)−Ψ(qε) + F ′(qε)[ϕ− qε] ≥ −
√
ε‖ϕ− qε‖ for all ϕ ∈ E.

Remark 1 Notice that the continuity of Ψ in its closed domain implies that Ψ
is lower semicontinuous in E. A similar theorem of mountain-pass type is proved
in the very recent paper [2] without the continuity condition (see Theorem 3.1
therein). We are grateful to an anonymous referee for pointing out this analogy.
Since our aim is to apply the result to the LFE, we prefer to keep the continuity
condition and to provide an independent proof.

Remark 2 Observe that every γ ∈ Γ such that supt∈K I(γ(t)) < ∞ satisfies
that γ(t) ∈ Dom Ψ for every t ∈ K. Hence, the continuity of Ψ implies that I ◦γ
is continuous in the compact K for every γ ∈ Γ such that supt∈K I(γ(t)) < ∞
(and then the previous supremum of I ◦ γ is attained). Similarly, since we are
assuming that supt∈K0

I(γ0(t)) < ∞, we also have c1 = maxt∈K0 I(γ0(t)). It
should be observed that if the convex functional Ψ is only lower semicontinuous
in E (instead of continuous in Dom Ψ), then it is not true in general that I ◦ γ
be continuous (see [23, Example 3]).

Proof. Clearly, Γ is a complete metric space endowed with the uniform distance

dΓ(γ1, γ2) = max
t∈K
‖γ1(t)− γ2(t)‖, (γ1, γ2 ∈ Γ).

Consider the functional Υ : Γ→ (−∞,+∞] given by

Υ(γ) = sup
t∈K
I(γ(t)), (γ ∈ Γ),

which is lower semicontinuous by [30, Lemma 3.1]. By Remark 2, for every γ in
the domain of Υ, that is Υ(γ) < +∞, we have

Υ(γ) = max
t∈K
I(γ(t)).

By (2) the functional Υ is proper and bounded from below by c1. Fix ε > 0
that, without loss of generality, can be assumed less than c− c1. Applying the
Ekeland variational principle [13], we deduce that for every γ ∈ Γ verifying (3),
there exists γε ∈ Γ satisfying

c ≤ Υ(γε) ≤ Υ(γ) ≤ c+
ε

2
,

dΓ(γε, γ) = max
t∈K
‖γε(t)− γ(t)‖ ≤

√
ε,

and
Υ(γε) < Υ(ϑ) +

√
ε dΓ(γε, ϑ) for all ϑ ∈ Γ. (4)
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Consider
T := {t ∈ K : I(γε(t)) ≥ c− ε}.

Notice that T is compact and nonempty. To conclude the proof it suffices to
show the existence of tε ∈ T such that, if qε = γε(tε), then

Ψ(ϕ)−Ψ(qε) + F ′(qε)[ϕ− qε] ≥ −
√
ε‖ϕ− qε‖ for all ϕ ∈ E.

Indeed, assume by contradiction that for every t ∈ T there exists ϕt ∈ E\{γε(t)}
such that

Ψ(ϕt)−Ψ(γε(t)) + F ′(γε(t))[ϕt − γε(t)] < −
√
ε‖ϕt − γε(t)‖.

Since Ψ,F ′ and γε are continuous, for each t ∈ T there exist δt > 0 and an
open ball Bt in K with t ∈ Bt such that

ϕt 6= γε(s) for all s ∈ Bt,

and

Ψ(ϕt)−Ψ(γε(s)) + F ′(γε(s) + q)[ϕt − γε(s)] < −
√
ε‖ϕt − γε(s)‖ (5)

for every s ∈ Bt and q ∈ E such that ‖q‖ < δt. Since the set T is compact,
there exist Bt1 , Bt2 , · · · , Btk such that T ⊂ ∪kj=1Btj . Take also 0 < δ ≤
min{δt1 , δt2 , · · · , δtk} and consider functions η, ηj ∈ C(K, [0, 1]) satisfying

η(s) =

 1, if c ≤ I(γε(s))

0, if I(γε(s)) ≤ c− ε

and

ηj(s) =



dist (s,K \Btj )
k∑
i=1

dist(s,K \Bti)

, if s ∈ Btj

0, if s ∈ K \Btj .
Define γ∗ : K → E by

γ∗(t) = γε(t) + δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
(ϕtj − γε(t)) ∀t ∈ K.

Taking into account that ε < c − c1, we deduce that η(t) = 0 for every t ∈ K0

and thus γ∗(t) = γε(t) = γ0(t). Hence γ∗ ∈ Γ. Observe that if t ∈ K, then
γ∗(t) can be written as a linear combination of the points γε(t), ϕt1 , . . . , ϕtk .
Indeed, for every t ∈ K,

γ∗(t) =

1− δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖

 γε(t) + δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
ϕtj .
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In addition, using that ηj(t) = 0 for every t 6∈ Btj we deduce that there exists
M > 0 such that

δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
≤ δη(t)

k∑
j=1

ηj(t)

min
s∈Btj

‖ϕtj − γε(s)‖
≤ δM ∀t ∈ K.

Thus, if δ < 1/M , the above linear combination is also a convex combination.
Therefore, by the convexity of Ψ, we obtain

Ψ(γ∗(t)) ≤

1− δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖

Ψ(γε(t))

+ δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
Ψ(ϕtj ) ∀t ∈ K. (6)

On the other hand, by the mean value theorem, for every t ∈ K there exists
τ ∈ (0, 1) such that

wτ := γε(t) + τδη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
[ϕtj − γε(t)],

satisfies that

F(γ∗(t))−F(γε(t)) = δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
F ′ (wτ ) [ϕtj − γε(t)]

and, by (6),

I(γ∗(t)) =Ψ(γ∗(t)) + F(γ∗(t))

≤
[
1− δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖

]
Ψ(γε(t)) + F(γε(t))

+ δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
Ψ(ϕtj )

+ δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
F ′ (wτ ) [ϕtj − γε(t)]

= I(γε(t))

+ δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖

[
Ψ(ϕtj )−Ψ(γε(t)) + F ′ (wτ ) [ϕtj − γε(t)]

]
.

Using that ∥∥∥∥∥τδη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
[ϕtj − γε(t)]

∥∥∥∥∥ ≤ δ
8



and (5) we obtain

I(γ∗(t)) < I(γε(t)) + δη(t)

k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
(−
√
ε‖ϕtj − γε(t)‖)

i.e.

I(γ∗(t)) < I(γε(t))− δη(t)

k∑
j=1

ηj(t)
√
ε ∀t ∈ K.

In particular,

I(γ∗(t)) < I(γε(t))− δη(t)
√
ε, for all t ∈ T (⊂ ∪kj=1Btj ).

Observing also that γ∗(t) = γε(t) for every t ∈ K \ T (since η(t) = 0), we get
I(γ∗(t)) = I(γε(t)) < c− ε for every t ∈ K \ T . Thus, the maximum of I ◦ γ∗
is attained at some s0 ∈ T . Since γ∗ ∈ Γ, we have

c ≤ Υ(γ∗) = I(γ∗(s0)) < I(γε(s0))− δη(s0)
√
ε < I(γε(s0))

which implies that η(s0) = 1 and thus

Υ(γ∗) = I(γ∗(s0)) < I(γε(s0))− δ
√
ε ≤ Υ(γε)− δ

√
ε.

Taking into account that

dΓ(γ∗, γε) = max
t∈K

δη(t)

∥∥∥∥∥
k∑
j=1

ηj(t)

‖ϕtj − γε(t)‖
(ϕtj − γε(t))

∥∥∥∥∥ ≤ δ
we deduce that

Υ(γ∗) < Υ(γε)−
√
εdΓ(γ∗, γε).

This contradicts (4) and completes the proof.

Remark 3 Choosing ε = εn → 0 as n tends to infinity, the previous theorem
implies the existence of a suitable Palais-Smale sequence, i.e. a sequence qn =
qεn in E satisfying

lim
n→∞

I(qn) = c

and
Ψ(ϕ)−Ψ(qn) + F ′(qn)[ϕ− qn] ≥ −

√
εn‖ϕ− qn‖,

for all ϕ ∈ E, or equivalently for all ϕ ∈ Dom Ψ.

Some particular hypotheses in which the “linking” condition (2) holds cor-
respond to the geometrical assumptions of either the mountain pass theorem
of Ambrosetti and Rabinowitz [4, Theorem 2.1], or the classical saddle point
theorem of Rabinowitz [28, Theorem 4.6].

Specifically, we can derive the non-smooth version of the mountain pass
theorem (without requiring any compactness condition) by applying Theorem 1
(with K = [0, 1], K0 = {0, 1}, γ0(0) = 0 and γ(1) = e), as follows.
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Corollary 1 If there exists e ∈ E \ {0} such that

max{I(0), I(e)} < c = inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)),

where Γ = {γ : [0, 1] → E : γ is continuous and γ(0) = 0, γ(1) = e}, then
there exists a sequence (qn) ⊂ E such that limn→∞ I(qn) = c and there exists
0 < εn → 0 such that

Ψ(ϕ)−Ψ(qn) + F ′(qn)[ϕ− qn] ≥ −εn‖ϕ− qn‖ (7)

for all positive integer n and for all ϕ ∈ Dom Ψ.

Similarly, if the Banach space E is split into E = Ē ⊕ Ẽ with dim Ē < ∞,
then applying Theorem 1 with K the closed ball Bρ in Ē of center zero and
radius ρ, K0 the boundary in Ē of this ball and γ0 the identity function in K0,
we obtain the following corollary.

Corollary 2 Assume that E = Ē ⊕ Ẽ with dim Ē < ∞. If there exists ρ > 0
such that the boundary ∂Bρ of the ball Bρ in Ē of center zero and radius ρ
satisfies that

sup
∂Bρ

I < inf
Ẽ
I,

and Γ = {γ ∈ C(Bρ, E) : γ(x) = x, ∀x ∈ ∂Bρ}, then there exists a sequence
(qn) ⊂ E such that

lim
n→∞

I(qn) = c := inf
γ∈Γ

sup
x∈Bρ

I(γ(x)), (8)

and there exists 0 < εn → 0 such that (7) holds for all positive integer n and
for all ϕ ∈ Dom Ψ.

Remark 4 Both corollaries state the existence of sequences (qn) ⊂ E and
0 < εn → 0 such that (7) holds for all positive integer n and for all ϕ ∈ Dom Ψ.
We remark explicitly that this inequality is trivially verified for all ϕ 6∈ Dom Ψ
as well.

3 Relativistic Lagrangians and Dirichlet prob-
lems

3.1 The functional framework

Let T > 0 be fixed. If W 1,∞(0, T ) denotes the space of all Lipschitz functions in
[0, T ] (or equivalently the absolutely continuous functions in [0, T ] with bounded
derivatives), we consider the Banach space

W 1,∞ = [W 1,∞(0, T )]3
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endowed with the usual norm ‖ · ‖1,∞ given by

‖q‖1,∞ = ‖q‖∞ + ‖q′‖∞ (q ∈W 1,∞),

where ‖q‖∞ = maxt∈[0,T ] |q(t)| and ‖q′‖∞ = maxt∈[0,T ] |q′(t)|. Consider also
two C1-functions V : [0, T ]× R3 → R and W : [0, T ]× R3 → R3 which give the
“smooth” part L of the relativistic Lagrangian L, that is

L(t, q, p) = p ·W (t, q)− V (t, q) ((t, q, p) ∈ [0, T ]× R3 × R3).

One has that

DqiL(t, q, p) = p ·DqiW (t, q)−DqiV (t, q), i = 1, 2, 3

and

∇pL(t, q, p) = W (t, q),

for every (t, q, p) ∈ [0, T ] × R3 × R3. Consider also E : [0, T ] × R3 × R3 → R3

given by

E(t, q, p) = (p ·Dq1W (t, q), p ·Dq2W (t, q), p ·Dq3W (t, q)). (9)

The action functional associated to L is F : W 1,∞ → R given by

F(q) :=

∫ T

0

L(t, q, q′)dt =

∫ T

0

[q′ ·W (t, q)− V (t, q)]dt, ∀q ∈W 1,∞.

It is standard (see for instance [20]) to prove the differentiability of F .

Lemma 1 The functional F is of class C1 in W 1,∞, i.e. F ∈ C1(W 1,∞,R),
with

F ′(q)[ϕ] =

∫ T

0

[∇qL(t, q, q′) · ϕ+∇pL(t, q, q′) · ϕ′]dt

=

∫ T

0

(E(t, q, q′)−∇qV (t, q)) · ϕdt+

∫ T

0

W (t, q) · ϕ′dt,

for every q, ϕ ∈W 1,∞.

Next, we deal with the “nonsmooth” part of the relativistic Lagrangian in
the subspace W 1,∞

0 of all functions q ∈ W 1,∞ such that q(0) = 0 = q(T ).
Consider

K0 = {q ∈W 1,∞
0 : ‖q′‖∞ ≤ 1},

Φ(s) = 1−
√

1− s2 (s ∈ [−1, 1]),

and the action functional corresponding to the “nonsmooth” part of the rela-
tivistic Lagrangian, i.e., the functional Ψ0 : W 1,∞

0 → (−∞,+∞] defined by

Ψ0(q) =


∫ T

0

Φ(q′)dt =

∫ T

0

[1−
√

1− |q′|2]dt, if q ∈ K0,

+∞, if q /∈W 1,∞
0 \ K0.

11



Lemma 2 The restriction of the functional Ψ0 to its domain K0 is continuous.

Proof. Let (qn) ⊂ K0 a sequence converging in W 1,∞ to q. Necessarily, q ∈ K0

(K0 is closed in W 1,∞). Then, using the convergence of (q′n(t)) to q′(t) for
a.e. t ∈ [0, T ] and the continuity of the function Φ we deduce the pointwise
convergence

Φ(q′n(t)) = 1−
√

1− |q′n(t)|2 −→ Φ(q′(t)) = 1−
√

1− |q′(t)|2, a.e. t ∈ [0, T ].

Taking into account that 0 ≤ Φ ≤ 1, the sequence (Φ(qn)) is dominated by the
constant function 1. Therefore, the Lebesgue dominated convergence theorem
implies that (Ψ0(qn)) converges to Ψ0(q), i.e., Ψ0 is continuous in K0

Following the ideas of [10, Lemma 1 and the proof of Theorem 1] (see also
[9, equation (7)] or [19, Lemma 12]) it is not difficult to prove the following
properties of K0 and Ψ0.

Lemma 3 (i) The set K0 is convex and closed in C([0, T ],R3) and thus in
W 1,∞

0 . Moreover, if (qn) is a sequence in K0 converging pointwise in [0, T ]
to a continuous function q : [0, T ] → R3, then q ∈ K0 and q′n → q′ in the
w∗-topology σ(L∞, L1).

(ii) If (qn) is a sequence in K0 converging in C([0, T ],R3) to q, then

Ψ0(q) ≤ lim inf
n→∞

Ψ0(qn).

In particular, the functional Ψ0 is weakly lower semicontinuous and convex
in W 1,∞

0 .

Next, consider the Euler-Lagrange action functional associated to the rela-
tivistic Lagrangian L with zero Dirichlet boundary conditions, i.e.,

I0 : W 1,∞
0 → (−∞,+∞], I0 = Ψ0 + F0,

where F0 is the restriction of F to W 1,∞
0 . Since I0 is the sum of the proper con-

vex lower semicontinuous functional Ψ0 and of the C1-functional F0, Szulkin’s
critical point theory from [30] is applicable for I0. According to this theory, we
have the following definition.

Definition 1 A function q ∈W 1,∞
0 is a critical point of I0 if q ∈ K0 and

Ψ0(ϕ)−Ψ0(q) + F ′0(q)[ϕ− q] ≥ 0 for all ϕ ∈W 1,∞
0 ,

or, equivalently∫ T

0

(Φ(ϕ)− Φ(q))dt+ F ′0(q)[ϕ− q] ≥ 0 for all ϕ ∈ K0,

12



that is∫ T

0

[
√

1− |q′|2 −
√

1− |ϕ′|2]dt+

∫ T

0

[E(t, q, q′)−∇qV (t, q)] · (ϕ− q)dt

+

∫ T

0

W (t, q) · (ϕ′ − q′)dt ≥ 0, for all ϕ ∈ K0.

The following lemma, which is essentially contained in [9, Lemma 1], is the
main tool to prove that the critical points of I0 coincide with solutions in W 1,∞

0

of the Euler-Lagrange equation associated to the relativistic Lagrangian L.

Lemma 4 For every f ∈ L1 = [L1(0, T )]3, the Dirichlet problem(
q′√

1− |q′|2

)′
= f, q(0) = 0 = q(T ),

has a unique solution, which is also the unique solution of the variational in-
equality

Ψ0(ϕ)−Ψ0(q) +

∫ T

0

f · (ϕ− q)dt ≥ 0, for all ϕ ∈ K0.

Theorem 2 If V : [0, T ] × R3 → R and W : [0, T ] × R3 → R3 are two C1-
functions, then a function q ∈ W 1,∞

0 is a critical point of I0 if and only if q is
a solution of the Lorentz force equation with zero Dirichlet boundary conditions
on [0, T ], i.e.(

q′√
1− |q′|2

)′
+(W (t, q))′ = E(t, q, q′)−∇qV (t, q), q(0) = 0 = q(T ). (10)

Proof. Let q ∈W 1,∞
0 be a critical point of I0, i.e. q ∈ K0 satisfying

Ψ0(ϕ)−Ψ0(q)+

∫ T

0

[E(t, q, q′)−∇qV (t, q)]·(ϕ−q)dt+
∫ T

0

W (t, q)·(ϕ′−q′)dt ≥ 0,

for every ϕ ∈ K0. Integrating by parts one has that∫ T

0

W (t, q) · (ϕ′ − q′)dt = −
∫ T

0

(W (t, q))′ · (ϕ− q)dt

and thus, if we consider fq := E(t, q, q′)−∇qV (t, q)− (W (t, q))′ ∈ L∞, we have

Ψ0(ϕ)−Ψ0(q) +

∫ T

0

fq · (ϕ− q)dt ≥ 0, for all ϕ ∈ K0.

By Lemma 4, this means that q is the solution of(
q′√

1− |q′|2

)′
= fq, q(0) = q(T ) = 0

and therefore q solves (10). The reversed implication follows similarly.

13



3.2 Principle of least action for Dirichlet problems

By Proposition 1.1 in [30], every local minimum of I0 is a critical point of I0,
hence Theorem 2 provides the following direct consequence.

Proposition 1 Each local minimum of I0 is a solution of the Dirichlet boun-
dary value problem (10) associated to the Lorentz equation.

The following result gives a positive answer to Hilbert’s 20th problem for
the Lorentz force equation with zero Dirichlet boundary conditions.

Theorem 3 (Principle of the least action for the Lorentz equation
with Dirichlet boundary conditions.) The Lagrangian action I0 associated
to Lorentz equation with Dirichlet boundary conditions is bounded from below
and attains its infimum at some q ∈ K0, which is a solution of (10).

Proof. Let (qn) be a minimizing sequence of I0, that is

(qn) ⊂ K0, I0(qn)→ inf
W 1,∞

0

I0 = inf
K0

I0 as n→∞.

We split the proof in three steps:

Step 1: The sequence (qn) is bounded in W 1,∞
0 .

Step 2: Up to a subsequence, (qn) is convergent in L∞ to some q ∈ K0 with

Ψ0(q) ≤ lim inf
n→∞

Ψ0(qn), lim
n→∞

∫ T

0

V (t, qn)dt =

∫ T

0

V (t, q)dt

and

lim
n→∞

∫ T

0

q′n ·W (t, qn)dt =

∫ T

0

q′ ·W (t, q)dt.

Step 3: I0(q) = min
W 1,∞

0

I0 and q is a solution of (10).

Indeed, to prove Step 1, from q(t) =
∫ t

0
q′(s)ds and |q′(s)| ≤ 1, we deduce

that
‖q‖∞ ≤ T, ∀q ∈ K0. (11)

and thus ‖qn‖1,∞ ≤ T + 1 and the proof of the Step 1 is concluded.
To prove the second step, we observe that, by the compact embedding of

W 1,∞
0 into C([0, T ],R3), we can assume, passing to a subsequence if necessary,

that there exists q ∈ C([0, T ],R3) such that ‖qn − q‖∞ → 0. By Lemma 3 we
deduce that

q ∈ K0, Ψ0(q) ≤ lim inf
n→∞

Ψ0(qn), lim
n→∞

∫ T

0

V (t, qn)dt =

∫ T

0

V (t, q)dt.
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and also that q′n → q′ in the w∗-topology σ(L∞, L1), that is

lim
n→∞

∫ T

0

(q′n − q′) · ϕdt = 0 for all ϕ ∈ L1.

Since W (t, q) ∈ C([0, T ],R3) ⊂ L1, it follows then that

lim
n→∞

∫ T

0

q′n ·W (t, q)dt =

∫ T

0

q′ ·W (t, q)dt.

On the other hand, using that ‖qn − q‖∞ → 0 and ‖q′n‖∞ ≤ 1 it follows also
that∣∣∣∣∣

∫ T

0

q′n · (W (t, qn)−W (t, q))dt

∣∣∣∣∣ ≤ ‖q′n‖∞
∫ T

0

|W (t, qn)−W (t, q)|dt→ 0

as n→∞. Consequently

lim
n→∞

∫ T

0

q′n ·W (t, qn)dt = lim
n→∞

∫ T

0

q′n · (W (t, qn)−W (t, q))dt

+ lim
n→∞

∫ T

0

q′n ·W (t, q)dt.

=

∫ T

0

q′ ·W (t, q)dt

proving the Step 2.
Finally, Step 3 is easily deduced because Step 2 implies that

I0(q) = inf
K0

I0,

i.e., I0 attains its infimum at q ∈ K0 which is also a solution of (10) by Propo-
sition 1.

As a simple application of the above principle we have the following result
of existence of a nonzero solution.

Theorem 4 If there exist 1 ≤ µ < min{ν, 2} and d > 0 such that

V (t, q) ≥ d|q|µ + V (t, 0) and |W (t, q)| ≤ d|q|ν , (12)

for every (t, q) ∈ [0, T ] × R3 with |q| ≤ T , then, (10) has at least one nonzero
solution which is a minimizer of the Lagrangian action I0.

Proof. Since W (t, 0) = 0 for every t ∈ [0, T ], we observe that

I0(0) = −
∫ T

0

V (t, 0)dt.
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If q0 ∈ K0 \ {0}, then εq0 ∈ K0 for all ε ∈ (0, 1]. In addition,∫ T

0

[
1−

√
1− |εq′0|2

]
dt ≤

∫ T

0

|εq′0|2dt.

By (11), we deduce from hypothesis (12) the existence of positive constants
C1, C2 > 0 such that

I0(εq0) ≤ C1(ε2 + εν)− C2ε
µ −

∫ T

0

V (t, 0)dt.

In particular, for ε small enough we have I0(εq0) < I0(0), which implies that

inf
W 1,∞

0

I0 < I0(0).

Using the principle of least action for Dirichlet problem (Theorem 3), I0 at-
tains its infimum at some q ∈ K0 \ {0}, which is a nonzero solution of (10) by
Proposition 1.

3.3 Solutions via Minimax critical point theory

We prove in this subsection the existence of solution of (10) via the non-smooth
mountain pass theorem (see Corollary 1). We begin by establishing the suitable
Palais-Smale condition for the functional I0.

Lemma 5 If (qn) is a sequence in W 1,∞
0 satisfying that

lim
n→∞

I0(qn) = c ∈ R

and that there is a sequence (εn) of positive numbers converging to zero such
that

Ψ0(ϕ)−Ψ0(qn) + F ′0(qn)[ϕ− qn] ≥ −εn‖ϕ− qn‖1,∞, ∀ϕ ∈ K0, (13)

then there exists a subsequence (qnk) of (qn) converging in C([0, T ],R3) to a
critical point q ∈ K0 of I0 with level I0(q) = c.

Proof. Repeating the argument of Steps 1 and 2 in the proof of Theorem 3, we
obtain, up to a subsequence, the convergence in C([0, T ],R3) of (qn) to q with

q ∈ K0, Ψ0(q) ≤ lim inf
n→∞

Ψ0(qn), q′n → q′ in w∗-topology σ(L∞, L1),

and

lim
n→∞

∫ T

0

V (t, qn)dt =

∫ T

0

V (t, q)dt, lim
n→∞

∫ T

0

q′n ·W (t, qn)dt =

∫ T

0

q′ ·W (t, q)dt.

16



Similarly, using, as in the cited Step 2, the convergence in the w∗-topology
σ(L∞, L1) of (q′n) to q′, we also deduce that∫ T

0

(E(t, qn, q
′
n)−∇qV (t, qn))·(ϕ−qn)dt→

∫ T

0

(E(t, q, q′)−∇qV (t, q))·(ϕ−q)dt,

as n tends to ∞. Consequently,

lim
n→∞

F0(qn) = F0(q)

and

lim
n→∞

F ′0(qn)[ϕ− qn] = F ′0(q)[ϕ− q].

By taking lim inf as n→∞ in (13) it follows that

Ψ0(ϕ)−Ψ0(q) + F ′0(q)[ϕ− q] ≥ 0, ∀ϕ ∈ K0,

which implies that q is a critical point of I0.
In addition, by choosing ϕ = q in (13), we get

Ψ0(qn) ≤ Ψ0(q) + F ′0(qn)[q − qn] + εn‖q − qn‖1,∞, ∀n ∈ N,

and taking limits we deduce that

Ψ0(q) ≤ lim inf
n→∞

Ψ0(qn) ≤ lim sup
n→∞

Ψ0(qn) ≤ Ψ0(q);

i.e.,
Ψ0(q) = lim

n→∞
Ψ(qn).

Therefore,

c = lim
n→∞

I0(qn) = lim
n→∞

Ψ0(qn) + lim
n→∞

F0(qn) = Ψ0(q) + F0(q) = I0(q).

In order to prove the existence of multiple solutions of (10), we introduce a
parameter λ > 0 in the electric potential V ; namely, we consider the problem(

q′√
1− |q′|2

)′
+ (W (t, q))′ = E(t, q, q′)− λ∇qV (t, q), q(0) = 0 = q(T ).

(14)

Theorem 5 Assume that there exist constants µ, ν > 2 and d > 0 such that

V (t, q) ≤ d|q|µ and |W (t, q)| ≤ d|q|ν , (15)

for every (t, q) ∈ [0, T ] × R3 with |q| ≤ T . If there is a function q0 ∈ K0 \ {0}
satisfying

∫ T
0
V (t, q0)dt > 0, then there exists λ∗ > 0 such that for every λ ≥ λ∗,

problem (14) possesses at least one nonzero solution.
If in addition q = 0 is solution of (14), i.e., if V (t, 0) = 0 for every t ∈ [0, T ],

then there exists also a second nonzero solution.

17



Remark 5 It will be proved that first nonzero solution of (14) corresponds to
a global minimum of the functional I0, while the other one is obtained by the
non-smooth version of the mountain pass theorem given in Corollary 1.

Proof. We have

I0(q0) ≤ Ψ0(q0) +

∫ T

0

q′0 ·W (t, q0)dt− λ
∫ T

0

V (t, q0)dt,

and thus, since
∫ T

0
V (t, q0)dt > 0, there exists λ∗ > 0 such that I0(q0) < 0 for

every λ ≥ λ∗. In consequence,

inf
q∈K0

I0(q) ≤ I0(q0) < 0, ∀λ ≥ λ∗.

Taking into account that (15) implies that V (t, 0) ≤ 0 for every t ∈ [0, T ], we
deduce that I0(0) ≥ 0 and using the principle of least action for the Dirichlet
problem (Theorem 3), that I0 attains its infimum at some q∗ ∈ K0 \ {0}, which
is a nonzero solution of (14) by Proposition 1.

To prove the existence of a second nonzero solution for λ ≥ λ∗, we observe
that necessarily I0(0) = 0 provided that it is additionally assumed that V (t, 0) =
0 for every t ∈ [0, T ]. Moreover, the inequality 1 −

√
1− s2 ≥ s2/2 for every

s ∈ [−1, 1] implies that

Ψ0(q) ≥ 1

2

∫ T

0

|q′|2dt =
1

2
‖q‖2H1

0
, ∀q ∈ K0.

On the other hand, using that ‖q′‖∞ ≤ 1 and (15) we also have∣∣∣∣∣
∫ T

0

q′ ·W (t, q)dt

∣∣∣∣∣ ≤
∫ T

0

|W (t, q)|dt ≤ C
∫ T

0

|q|νdt = C‖q‖νLν ,

and

I0(q) ≥ 1

2
‖q‖2H1

0
− C‖q‖νLν − λC‖q‖

µ
Lµ , ∀q ∈ K0.

Taking into account that H1
0 is embedded in Lµ and in Lν (since µ, ν > 2), we

deduce

I0(q) ≥ 1

2
‖q‖2H1

0
− C‖q‖νH1

0
− λC‖q‖µ

H1
0
, ∀q ∈ K0,

which implies the existence of r ∈ (0, ‖q∗‖H1
0
) and α > 0 such that

I0(q) ≥ α, ∀q ∈ K0 with ‖q‖H1
0

= r.

Let Γ be the family of all continuous paths γ : [0, 1] → W 1,∞
0 joining 0 with

q∗, i.e. satisfying γ(0) = 0 and γ(1) = q∗. If γ ∈ Γ, then, by the embedding
of W 1,∞

0 into H1
0 and the connectedness of γ([0, 1]), there exists t0 ∈ [0, 1] such

that ‖γ(t0)‖H1
0

= r. Hence, the above inequality implies that

max
t∈[0,1]

I0(γ(t)) ≥ α > I0(0) = 0 > I0(q∗), ∀γ ∈ Γ,
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for every λ ≥ λ∗. Applying the non-smooth version of the mountain pass
theorem given in Corollary 1, we obtain the existence of a sequence (qn) ⊂W 1,∞

0

such that
lim
n→∞

I0(qn) = c := inf
γ∈Γ

max
t∈[0,1]

I0(γ(t)) ≥ α

and there exists 0 < εn → 0 such that (13) holds. By using Lemma 5 we deduce
the existence of a critical point q∗ ∈ K0 of I0 with level I0(q∗) = c ≥ α > 0,
which implies that q∗ is different from 0 and q∗. Therefore, by Proposition 1,
q∗ is a second nonzero solution of (14).

Remark 6 Other variants of the mountain pass theorem for non-smooth func-
tionals different from the Szulkin’s one are considered in the literature. To
apply the metric mountain pass theorem discovered independently by Degio-
vanni - Marzocchi [12] and Katriel [17] the functional I0 should be continuous
on the entire space W 1,∞

0 and to verify a Palais-Smale type condition. How-
ever, our functional is continuous only on its domain of definition. On the other
hand, if q is not in the interior of the domain K0 of I0, we observe that I0 is
not differentiable at q through any direction ϕ ∈ W 1,∞

0 , and the main abstract
result from [5] is neither applicable.

4 Relativistic Lagrangians and periodic boun-
dary value problems

4.1 The functional framework

Now for two C1-functions V : [0, T ] × R3 → R and W : [0, T ] × R3 → R3, we
study the boundary value problem associated to the Lorentz force equation with
periodic boundary conditions(

q′√
1− |q′|2

)′
+ (W (t, q))′ = E(t, q, q′)−∇qV (t, q),

q(0) = q(T ), q′(0) = q′(T ).

(16)

In this case, we consider the subspaceW 1,∞
T of all T -periodic functions q ∈W 1,∞

(i.e. q ∈ W 1,∞ such that q(0) = q(T )) and the convex and closed set K∗ given
by

K∗ = {q ∈W 1,∞
T : ‖q′‖∞ ≤ 1}.

The Lagrangian action I∗ : W 1,∞
T → (−∞,+∞] associated to the problem (16)

is given by

I∗ = Ψ∗ + F∗.
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where Ψ∗ is defined by

Ψ∗(q) =


∫ T

0

[1−
√

1− |q′|2]dt, if q ∈ K∗,

+∞, if q /∈W 1,∞
T \ K∗,

and F∗ is the restriction of F to W 1,∞
T . Since Ψ∗ is a proper convex function

which is continuous in its closed domain K∗ (similar proof to that of Lemma 2)
and F∗ is a function of class C1, Szulkin’s critical point theory from [30] is
applicable for I∗. According to this theory, we have the following definition.

Definition 2 A function q ∈W 1,∞
T is a critical point of I∗ if q ∈ K∗ and

Ψ∗(ϕ)−Ψ∗(q) + F ′∗(q)[ϕ− q] ≥ 0 for all ϕ ∈W 1,∞
T ,

or, equivalently∫ T

0

[
√

1− |q′|2 −
√

1− |ϕ′|2]dt+

∫ T

0

[E(t, q, q′)−∇qV (t, q)] · (ϕ− q)dt

+

∫ T

0

W (t, q) · (ϕ′ − q′)dt ≥ 0, for all ϕ ∈ K∗.

Given f ∈ L1, as in the Dirichlet case, a function q ∈W 1,∞
T is a solution of the

periodic problem(
q′√

1− |q′|2

)′
= f, q(0) = q(T ), q′(0) = q′(T ),

if and only if it satisfies the variational inequality

Ψ∗(ϕ)−Ψ∗(q) +

∫ T

0

f · (ϕ− q)dt ≥ 0, for all ϕ ∈ K∗.

This allows to prove the analogous result to Theorem 2.

Theorem 6 A function q ∈W 1,∞
T is a critical point of I∗ if and only if q is a

solution of the Lorentz force equation with periodic boundary conditions (16).

Remark 7 In addition, similarly to the Proposition 1, it is easy to show that
each local minimum of I∗ is a solution of the Lorentz force equation with periodic
boundary conditions (16).
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4.2 The principle of the least action for periodic problems

For every q ∈W 1,∞
T we denote by

q̄ =
1

T

∫ T

0

qdt, q̃ = q − q̄.

Thus q = q̄ + q̃ with ∫ T

0

q̃dt = 0.

Then, by using the mean value theorem in each component of q, it is easy to
find

‖q̃‖∞ ≤ T for all q ∈ K∗. (17)

We also denote
Kρ = {q ∈ K∗ : |q̄| ≤ ρ}, ∀ρ > 0.

Theorem 7 If there exists ρ > 0 such that

inf
Kρ
I∗ = inf

K∗
I∗, (18)

then I∗ is bounded from below on W 1,∞
T and attains its infimum at some q ∈ Kρ

which is a solution of (16).

Proof. It suffices to show that for every ρ > 0, the restriction I∗
∣∣
Kρ

attains its

infimum at some q ∈ Kρ. Indeed, if this is proved, then the hypothesis (18)
implies that q is a minimum of I∗ and, by Remark 7, a solution of (16). Hence,
let (qn) be a minimizing sequence of I∗

∣∣
Kρ

, that is

(qn) ⊂ Kρ, I∗(qn)→ inf
Kρ
I∗ as n→∞.

By (17) we deduce that

‖qn‖∞ ≤ |q̄n|+ ‖q̃n‖∞ ≤ ρ+ T, ∀n ∈ N,

and, using that ‖q′n‖∞ ≤ 1, also that

‖qn‖1,∞ ≤ 1 + ρ+ T, ∀n ∈ N,

that is, (qn) is bounded in W 1,∞
T . Since W 1,∞ is compactly embedded in

C([0, T ],R3), passing to a subsequence if necessary, there exists q ∈ C([0, T ],R3)
such that ‖qn − q‖∞ → 0.

By a similar result to Lemma 3, we can repeat the argument of Step 2 in
the proof of Theorem 3 to deduce that (notice that q̄n → q̄ and |q̄| ≤ ρ)

q ∈ Kρ, Ψ∗(q) ≤ lim inf
n→∞

Ψ∗(qn), q′n → q′ in w∗-topology σ(L∞, L1),
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and

lim
n→∞

∫ T

0

V (t, qn)dt =

∫ T

0

V (t, q)dt,

lim
n→∞

∫ T

0

q′n ·W (t, qn)dt =

∫ T

0

q′ ·W (t, q)dt,

which implies that
q ∈ Kρ, I∗(q) = inf

Kρ
I∗,

i.e., I∗
∣∣
Kρ

attains its infimum at q ∈ Kρ.

As an application of the above principle we show that if V and W hold
convenient a relation, then problem (16) has a solution.

Theorem 8 If there exist µ > ν ≥ 1 and d, r > 0 such that

V (t, q) ≤ −d|q|µ and |W (t, q)| ≤ d|q|ν ,

for every (t, q) ∈ [0, T ] × R3 with |q| ≥ r, then (16) has at least one solution,
which is a minimizer of I∗.

Proof. Let C > 0 be such that

V (t, q) ≤ −d|q|µ + C

and
|W (t, q)| ≤ d|q|ν + C,

for all (t, q) ∈ [0, T ] × R3. For any q ∈ K∗, using that ‖q′‖∞ ≤ 1 and (17) we
deduce that∣∣∣∣∣

∫ T

0

q′ ·W (t, q)dt

∣∣∣∣∣ ≤
∫ T

0

|W (t, q)|dt ≤ d
∫ T

0

|q|νdt+ TC

≤ 2ν−1d

∫ T

0

[|q̃|ν + |q̄|ν ]dt+ TC

≤ 2ν−1d[T ν+1 + T |q̄|ν ] + TC.

On the other hand one has that∫ T

0

V (t, q)dt ≤ −d
∫ T

0

|q|µdt+ TC,

and using again (17) that

T |q̄|µ ≤
∫ T

0

(|q|+ |q̃|)µdt ≤ 2µ−1

∫ T

0

(|q|µ + Tµ)dt.
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It follows that there exist a constants C1, C2 > 0 such that∫ T

0

|q|µdt ≥ C1|q̄|µ − C2.

We deduce that

I∗(q) ≥ C1|q̄|µ − C2 − 2ν−1d[T ν+1 + T |q̄|ν ]− TC,

which together with ν < µ imply that there exists ρ > 0 for which the hypothesis
(18) is satisfied. The conclusion follows from the principle of least action given
above.

Another application of the principle of least action is the following one.

Proposition 2 Assume that the function W is independent of time variable,
that is, W (t, q) = W (q) and that there exists a1, a2 > 0 such that |∇qV | ≤ a1

and |∇W | ≤ a2. If

lim sup
|q|→∞

∫ T

0

V (t, q)dt < −T 2(a1 + a2)−
∫ T

0

V (t, 0)dt, (19)

then (16) has at least one solution which is a minimizer of I∗.

Proof. For any q ∈ K∗, using that Ψ∗(q) ≥ 0 and∫ T

0

q′ ·W (q̄) = 0,

we deduce that

I∗(q) ≥
∫ T

0

q′ · (W (q)−W (q̄))dt+

∫ T

0

(V (t, q̄)− V (t, q))dt−
∫ T

0

V (t, q̄)dt.

Reminding that q = (q1, q2, q3) and W = (W1,W2,W3), by the mean value
theorem and the Cauchy-Schwarzt inequality, we obtain

I∗(q) ≥
∫ T

0

3∑
i=1

q′i

∫ 1

0

∇Wi(q̄ + sq̃) · q̃dsdt−
∫ T

0

∫ 1

0

∇qV (t, q̄ + sq̃) · q̃dsdt−
∫ T

0

V (t, q̄)dt

≥−
∫ T

0

|q′|

√√√√ 3∑
i=1

[∫ 1

0

|∇Wi(q̄ + sq̃)||q̃|ds
]2

dt−

−
∫ T

0

∫ 1

0

∇qV (t, q̄ + sq̃) · q̃dsdt−
∫ T

0

V (t, q̄)dt

which, by using |q′| ≤ 1, (17) and the boundedness of ∇qV and ∇W , implies
that

I∗(q) ≥ −T 2(a1 + a2)−
∫ T

0

V (t, q̄)dt, ∀q ∈W 1,∞
T . (20)
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In consequence, the hypothesis (19) implies that there exists ρ > 0 such that

I∗(q) > I∗(0) =

∫ T

0

V (t, 0)dt, ∀q ∈W 1,∞
T \ Kρ,

and
inf
Kρ
I∗ = inf

W 1,∞
T

I∗.

The result follows now from Theorem 7.

4.3 Solutions via Minimax critical point theory

In this subsection, we will show the existence of a solution of (16) via the
non-smooth saddle point theorem of Rabinowitz (see Corollary 2). We begin
by establishing the following compactness condition for bounded Palais-Smale
sequences of the functional I∗.

Lemma 6 If (qn) is a bounded sequence in W 1,∞
T satisfying that

lim
n→∞

I∗(qn) = c ∈ R

and that there is a sequence (εn) of positive numbers converging to zero such
that

Ψ∗(ϕ)−Ψ∗(qn) + F ′∗(qn)[ϕ− qn] ≥ −εn‖ϕ− qn‖1,∞, ∀ϕ ∈ K∗, (21)

then there exists a subsequence (qnk) of (qn) which is converging in C([0, T ],R3)
to a critical point q ∈ K∗ of I∗ with level I∗(q) = c.

Proof. As in the proof of Theorem 7, repeating the argument of Step 2 of The-
orem 3 (using the similar result to Lemma 3), we obtain, up to a subsequence,
the convergence in C([0, T ],R3) of (qn) to q with

q ∈ K∗, Ψ∗(q) ≤ lim inf
n→∞

Ψ∗(qn), q′n → q′ in w∗-topology σ(L∞, L1),

and

lim
n→∞

∫ T

0

V (t, qn)dt =

∫ T

0

V (t, q)dt, lim
n→∞

∫ T

0

q′n ·W (t, qn)dt =

∫ T

0

q′ ·W (t, q)dt.

The rest of the proof follows similarly to the proof of Lemma 5.

In the following result we show again that a good connection between the
growths of V and W implies existence of solutions corresponding to critical
points obtained by min-max methods.

Theorem 9 If there exist µ > ν ≥ 1 and d, r > 0 such that

V (t, q) ≥ d|q|µ and |W (t, q)| ≤ d|q|ν ,

for all (t, q) ∈ R3 with |q| ≥ r, then (16) has at least one solution, which
corresponds to a saddle point of I∗.
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Proof. Consider W̃ 1,∞
T = {q ∈W 1,∞

T : q̄ = 0}, which gives the decomposition

W 1,∞
T = R3 ⊕ W̃ 1,∞

T ,

that is, every q ∈W 1,∞
T can be written as

q = q̄ + q̃ with q̄ ∈ R3, q̃ ∈ W̃ 1,∞
T .

Let q̃ ∈ K∗ ∩ W̃ 1,∞
T . Using ‖q̃′‖∞ ≤ 1 and (17) one has that

I∗(q̃) = Ψ∗(q̃) +

∫ T

0

q̃′ ·W (t, q̃)dt−
∫ T

0

V (t, q̃)dt

≥ −T
(

max
[0,T ]×[−T,T ]3

|W |+ max
[0,T ]×[−T,T ]3

|V |
)
,

which implies that

inf
W̃ 1,∞
T

I∗ ≥ −T
(

max
[0,T ]×[−T,T ]3

|W |+ max
[0,T ]×[−T,T ]3

|V |
)
. (22)

On the other hand, if C > 0 is such that

V (t, q) ≥ C|q|µ − C and |W (t, q)| ≤ C|q|ν + C, ∀(t, q) ∈ [0, T ]× R3, (23)

one has that

I∗(q̄) = −
∫ T

0

V (t, q̄)dt ≤ T (−C|q̄|µ + C), ∀q̄ ∈ R3;

which implies that

I∗(q̄)→ −∞ as |q̄| → ∞, q̄ ∈ R3.

It follows that there exists ρ > 0 such that

sup
∂Bρ

I∗ < inf
W̃ 1,∞
T

I∗.

Then, it follows from Corollary 2 (with Ē = R3 and Ẽ = W̃ 1,∞
T ) that there

exist 0 < εn → 0 and a sequence (qn) ∈ K∗ such that I∗(qn)→ c (with c given
by (8)) and (21) holds true.

Using (23) and similar arguments like in the proof of Theorem 8 we deduce
that the functions qn = q̄n + q̃n satisfies for all positive integers n that

I∗(qn) ≤ C(|q̄n|ν − |q̄n|µ + 1),

which together with µ > ν ≥ 1 and I∗(qn)→ c implies that the sequence (|q̄n|)
is bounded. Hence, by (17), it follows that ‖qn‖1,∞ is bounded.

By Lemma 6, we can assume, up to a subsequence, that (qn) is converging
in C([0, T ],R3) to a critical point q ∈ K∗ of I∗ with level I∗(q) = c. Then, using
Theorem 6, we deduce that q is a solution of (16).
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A different application of the non-smooth saddle point theorem of Rabi-
nowitz (Corollary 2) is the following one.

Proposition 3 Assume that the function W is independent of time variable,
that is, W (t, q) = W (q) and that there exists a > 0 such that |∇qV | ≤ a and
|∇W | ≤ a. If

lim
|q|→∞

∫ T

0

V (t, q)dt = +∞, (24)

then (16) has at least one solution which is a saddle point of I∗.

Proof. As in the proof of Theorem 9 we consider again the decomposition and
we use the inequality (22). Indeed, since

I∗(q̄) = −
∫ T

0

V (t, q̄)dt for all q̄ ∈ R3,

we deduce from (24) and (22) that

sup
∂Bρ

I∗ < inf
W̃ 1,∞
T

I∗,

for ρ large enough. Then, it follows from Corollary 2 (with Ē = R3 and Ẽ =

W̃ 1,∞
T ) that there exist 0 < εn → 0 and (qn) ∈ K∗ such that I∗(qn)→ c and

Ψ∗(ϕ)−Ψ∗(qn) + F ′∗(qn)[ϕ− qn] ≥ −εn‖ϕ− qn‖1,∞

for all positive integer n and for all ϕ ∈ K∗. Using that

Ψ∗(qn) ≤ T (n ≥ 1)

and a similar argument to that used to prove inequality (20) in the proof of
Proposition 2, one has that for all n ≥ 1,

I∗(qn) ≤ T + CT 2 −
∫ T

0

V (t, q̄n), dt

and we deduce by (24) that the sequence (|q̄n|) is bounded. It follows by (17)
that ‖qn‖1,∞ is bounded. By Lemma 6, we can assume, up to a subsequence,
that (qn) is converging in C([0, T ],R3) to a critical point q ∈ K∗ of I∗ with level
I∗(q) = c. Theorem 6 implies then that q is a solution of (16).

5 Relativistic Hamiltonians for periodic prob-
lems

5.1 Main result

In what follows we consider a function V : R×R3 −→ R satisfying the following
hypotheses introduced in [27]:
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(V0) V ∈ C1(R × R3,R) and V is 2π-periodic in time variable; i.e., V (t, q) =
V (t+ 2π, q) for all (t, q) ∈ R× R3,

(V1) V (t, q) ≥ 0 for all (t, q) ∈ R× R3,

(V2) there exist constants β > 2 and d, η > 0 such that

V (t, q) ≤ d|q|β ,

for all (t, q) ∈ R× R3 with |q| ≤ η,

(V3) there exist constants µ > 2 and r > 0 such that

0 < µV (t, q) ≤ q · ∇qV (t, q),

for all (t, q) ∈ R× R3 with |q| ≥ r.

On the other hand, we consider a function W : R×R3 −→ R3 satisfying the
following hypotheses

(W0) W ∈ C1(R× R3,R3), and W (t, q) = W (t+ 2π, q) for all (t, q) ∈ R× R3,

(W1) there exist constants α > 1 and d, γ > 0 such that

|W (t, q)| ≤ d|q|α,

for all (t, q) ∈ R× R3 with |q| ≤ γ.

(W2) there exist constants d, γ̂ > 0 and 1 ≤ θ < min{µ, 2α, β} such that

|W (t, q)| ≤ d|q|θ,

for all (t, q) ∈ R× R3 with |q| ≥ γ̂.

The relativistic Hamiltonian H : R× R3 × R3 → R is given by

H(t, p, q) =
√

1 + |p−W (t, q)|2 − 1 + V (t, q).

If J denotes the standard symplectic matrix and z = (p, q), the Hamiltonian
system is

z′ = J∇zH(t, z),

i.e.,

p′ =∇qW (t, q) · p−W (t, q)√
1 + |p−W (t, q)|2

−∇qV (t, q),

q′ =
p−W (t, q)√

1 + |p−W (t, q)|2
.

(25)

Observe that if (p, q) is a solution of (25), then q satisfies the Lorentz force
equation (1) with E given by (9).
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Theorem 10 If V satisfies (V0)− (V3) and W satisfies (W0)− (W2), then the
Hamiltonian system (25) possesses a nonconstant 2π-periodic solution (p, q),
such that q ∈ C2(R,R3), |q′(t)| < 1 for every t ∈ R and q verifies the Lorentz
force equation (1).

The idea of the proof is to apply a suitable version proved in [14] for functio-
nals of class C1 in a Hilbert space E of the well known generalized mountain pass
theorem of Benci and Rabinowitz [28, Theorem 5.29] to obtain a 2π-periodic
solution zK = (pK , qK) of the modified Hamiltonian system z′ = J∇zHK(t, z),
where for every K > 0, HK is a suitable truncation of the Hamiltonian function.
An a priori estimate of ‖qK‖∞ will imply that HK(t, zK) = H(t, zK) and then
for large K, zK is a solution of (25). Finally, we will also show that this solution
cannot be constant.

5.2 A modified Hamiltonian system

Assume that V satisfies (V0)−(V3) and let us fix ν ∈ (max{2, θ},min{µ, 2α, β}).
For any K > r + η + γ, consider a function χ ∈ C∞(R,R) such that

• χ(t) = 1 if t ≤ K,

• χ(t) = 0 if t ≥ K + 1,

• and χ′(t) < 0 if t ∈ (K,K + 1).

If

R ≥ max

{
V (t, q)

|q|ν
: (t, q) ∈ R× R3,K ≤ |q| ≤ K + 1

}
,

then we set

VK(t, q) = χ(|q|)V (t, q) + (1− χ(|q|))R|q|ν , WK(t, q) = χ(|q|)W (t, q),

for every (t, q) ∈ R× R3. Define also the associated Hamiltonian function

HK(t, p, q) =
√

1 + |p−WK(t, q)|2 − 1 + VK(t, q),

for all (t, p, q) ∈ R×R3×R3. Recalling that J denotes the standard symplectic
matrix, we consider the Hamiltonian system

z′ = J∇zHK(t, z). (26)

Notice that VK satisfies (V0) − (V2) and (V3) with µ replaced by ν. This
implies that there is a constant C > 0 which is independent of K such that

VK(t, q) ≥ C(|q|ν − 1) for all (t, q) ∈ R× R3. (27)

Moreover, there is a constant C > 0, which depends on K, such that

|VK(t, q)| ≤ C(1 + |q|ν), |∇qVK(t, q)| ≤ C(1 + |q|ν−1), (28)
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for all (t, q) ∈ R× R3.
On the other hand, the function WK is C1 and satisfies (W1) with ν/2

instead of α. Moreover, there is a constant C > 0 depending on K such that

|WK(t, q)|+ |∇qWK(t, q)| ≤ C, ((t, q) ∈ R× R3). (29)

As a consequence of (28) and (29), there exists C > 0 depending on K such
that

|HK(t, z)| ≤ C(1 + |z|ν) for all (t, z) ∈ R× R6. (30)

5.3 Existence of solution zk of (26)

In this subsection, following [28, 7, 14] we consider the Sobolev space H
1/2
2π of the

functions u in the space L2 = L2((0, 2π),R3) whose coefficients α0, αk, βk ∈ R3

of its associated Fourier series

u(t) ≈ α0 +

∞∑
k=1

(αk cos kt+ βk sin kt),

satisfy that
∞∑
k=1

k(|αk|2 + |βk|2) <∞.

If the Fourier series of u ∈ H
1/2
2π is given above and v ∈ H

1/2
2π has the

corresponding Fourier series

v(t) ≈ α̃0 +

∞∑
k=1

(α̃k cos kt+ β̃k sin kt),

then

(u|v) := 2πα0 · α̃0 + π

∞∑
k=1

k(αk · α̃k + βk · b̃k),

defines a scalar product and H
1/2
2π is a Hilbert space. It deserves to be mentioned

that the Sobolev space H1
2π := W 1,2

2π is contained in H
1/2
2π and also that for each

s ∈ [1,∞), the space H
1/2
2π is compactly embedded in Ls; i.e., there is an αs > 0

such that

‖u‖Ls ≤ αs‖u‖, ∀u ∈ H1/2
2π . (31)

In the sequel we will use the Hilbert space E = H
1/2
2π ×H

1/2
2π endowed with

the natural scalar product (·|·).

Observe that the associated functional IK : E → R to the Hamiltonian
system (26) is given by

IK(z) := A(z)−
∫ 2π

0

HK(t, z)dt,
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where A : E → R is given for every z(t) ≈ a0 +

∞∑
k=1

(ak cos kt + bk sin kt) in E,

by

A(z) := π

∞∑
k=1

kJak · bk.

(Notice that

A(z) =

∫ 2π

0

pq′dt, ∀z = (p, q) ∈ H1
2π ×H1

2π.)

Indeed, if B : E ×E → R is the symmetric continuous bilinear form defined for

every z(t) ≈ a0+

∞∑
k=1

(ak cos kt+bk sin kt) and w(t) ≈ ã0+

∞∑
k=1

(ãk cos kt+b̃k sin kt)

in E by

B(z, w) := π

∞∑
k=1

k(Jak · b̃k − Jbk · ãk)

then A is its associated quadratic form (A(z) = 1
2B(z, z) for z ∈ E) and A ∈

C1(E,R) with
A′(z)[w] = B(z, w), ∀z, w ∈ E.

On the other hand, the growth condition (30) implies that IK ∈ C1(E,R) with

I ′K(z)[w] = B(z, w)−
∫ 2π

0

∇zHK(t, z) · w dt, ∀z, w ∈ E.

that is, if z = (p, q) and w = (ϕ,ψ) in E,

I ′K(z)[w] =B(z, w)−
∫ 2π

0

p−WK(t, q)√
1 + |p−WK(t, q)|2

· ϕdt

+

∫ 2π

0

(
∇qWK(t, q) · p−WK(t, q)√

1 + |p−WK(t, q)|2
−∇qVK(t, q)

)
· ψdt.

Hence z ∈ C1(R,R6) is a 2π-periodic solution of the modified Hamiltonian
system (26) if and only if z ∈ E is a critical point of the C1-functional IK .

As it has been previously mentioned, the existence of a critical point of IK
will be deduced by applying to this functional the following theorem.

Theorem 11 ([14, Theorem 3.1]) Assume that the Hilbert space E has a split-
ting E = Ē ⊕ Ẽ and let I : E → R a functional given by

I(z) = 〈Lz, z〉+ b(z),

where

(I1) L : E → E is a linear, bounded, selfadjoint operator,
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(I2) b : E → R is of class C1 in E with compact derivative b′,

(I3) there exist two linear bounded invertible operators B1, B2 : E → E such
that if P : E → E is the projection of E onto Ē, for every τ ≥ 0 the linear
operator

B̂(τ) := PB−1
1 exp (τL)B2 : Ē → Ē

is invertible.

Assume also that

(PS) any sequence (zm) ⊂ E for which (I(zm)) is bounded and I ′(zm) → 0 as
m→∞, possesses a convergent subsequence.

Let ρ > 0 and e ∈ Ẽ with ‖e‖ = 1 be fixed and for r1 ≥ ρ/‖B−1
1 B2e‖, r2 > ρ,

we define
S = {B1z : ‖z‖ = ρ, z ∈ Ẽ},

Q = B2({re+ z : 0 ≤ r ≤ r1, z ∈ Ē, ‖z‖ ≤ r2}),

and denotes by ∂Q the boundary of Q relative to the subspace B2(span {e}⊕ Ē).
Let also Γ be the family of all functions γ ∈ C(E × [0, 1], E) satisfying

(Γ1) there exist τ ∈ C(E× [0, 1], [0,∞)) which maps bounded sets into bounded
sets, and a compact operator T : E × [0, 1]→ E such that

γ(z, t) = exp (τ(z, t)L)x+ T (z, t), ∀z ∈ E, ∀t ∈ [0, 1],

(Γ2) γ(z, t) = 0, for every z ∈ ∂Q,

(Γ3) γ(z, 0) = z, for every z ∈ Q.

If there is a constant δ > 0 such that

(i) I(z) ≥ δ for all z ∈ S,

(ii) I(z) ≤ 0 for all z ∈ Q,

then there exists z ∈ E such that

I(z) = c := inf
γ∈Γ

sup
z∈Q
I(γ(z)) and I ′(z) = 0.

In order to apply the above theorem to the functional IK we need to split
the space E. We consider the orthogonal decomposition of E given by

E = E− ⊕ E0 ⊕ E+, z = z− + z0 + z+, ∀z ∈ E,

where, if ak, bk ∈ R6 are the Fourier coefficients of z ∈ E,

E0 = {z0 = a0 : a0 ∈ R6},
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and

E± = {z± =

∞∑
k=1

(ak cos kt± Jak sin kt) : a1, a2, . . . ∈ R6}.

Taking into account that if ak, bk ∈ R6 (respectively, ãk, b̃k ∈ R6) are the Fourier
coefficients of z ∈ E (respectively, w ∈ E), then the bilinear form B : E×E → R
satisfies

B(z, w) = π

∞∑
k=1

k(Jak · b̃k − Jbk · ãk), ∀z, w ∈ E,

we deduce for every z = z− + z0 + z+ ∈ E that

A(z) =
1

2
B(z, z) =

1

2
(‖z+‖2 − ‖z−‖2).

Moreover, if z = (p, q) ∈ E±, then for some ak = (a1
k, a

2
k) ∈ R3 × R3 (k ≥ 1),

we have

z =
∞∑
k=1

(ak cos kt± Jak sin kt),

and

p =

∞∑
k=1

(a1
k cos kt∓ a2

k sin kt), q =

∞∑
k=1

(a2
k cos kt± a1

k sin kt).

Hence,

‖p‖ = ‖q‖ = π

∞∑
k=1

k|ak|2, ‖z‖2 = 2‖p‖2. (32)

In order to apply Theorem 11, take

Ē = E− ⊕ E0, Ẽ = E+, I = IK , b(z) =

∫ 2π

0

HK(t, z)dt

and L : E → E the bounded, symmetric operator given by B(z, w) = (Lz|w)
for any z, w ∈ E. Choosing u, v > 1 such that

1

2
<

u

u+ v
,

1

ν
<

v

u+ v
, (33)

(since 1/2 + 1/ν < 1) we consider the linear, bounded, invertible operators
B1, B2 : E → E given by

B1(p, q) = (ρu−1p, ρv−1q), ∀(p, q) ∈ E, B2 = Identity.

Let P : E → E be the projection of E onto E− ⊕ E0 and for τ ≥ 0 consider

B(τ) = PB−1
1 exp(τL) : E− ⊕ E0 → E− ⊕ E0.
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Observe that for every z ∈ E− ⊕ E0 with z = (p−, q−) + (p0, q0) one has
that

B(τ)z = (ρ1−u + ρv−1) exp(−τ)(p−, q−) + (ρ1−up0, ρ1−vq0),

which implies that B(τ) is invertible for any τ ≥ 0. Consequently, the hypothe-
ses (I1)− (I3) hold true in this case. In addition, (PS) is satisfied.

Lemma 7 IK satisfies (PS) condition.

Proof. Consider (zm) ⊂ E such that (IK(zm)) is bounded and I ′K(zm) → 0 as
m→∞. We write zm as zm = (pm, qm) for simplicity. Using that

B((pm, qm), (pm, 0)) = A(zm) = B((pm, qm), (0, qm)),

it follows that

I ′K(zm)[(pm, 0)]− IK(zm) =

∫ 2π

0

(
√

1 + |pm −WK(t, qm)|2 − 1 + VK(t, qm))dt

−
∫ 2π

0

pm −WK(t, qm)√
1 + |pm −WK(t, qm)|2

· (pm −WK(t, qm) +WK(t, qm))dt

=

∫ 2π

0

1√
1 + |pm −WK(t, qm)|2

dt+

∫ 2π

0

VK(t, q)dt− 2π

−
∫ 2π

0

pm −WK(t, qm)√
1 + |pm −WK(t, qm)|2

·WK(t, qm)dt.

This together with (27) and (29) imply that

I ′K(zm)[(pm, 0)]− IK(zm) ≥ C(‖qm‖νν − 1). (34)

On the other hand, one has that

I ′K(zm)[(0, qm)]− IK(zm) =

∫ 2π

0

(
√

1 + |pm −WK(t, qm)|2 − 1 + VK(t, qm))dt

+

∫ 2π

0

(
∇qWK(t, qm) · p−WK(t, qm)√

1 + |pm −WK(t, qm)|2
−∇qVK(t, qm)

)
· qmdt

This together with (28), (29) and the inequality
√

1 + s2 − 1 ≥ s − 2 for every
s ≥ 0 imply that

‖pm‖1 ≤ I ′K(zm)[(0, qm)]− IK(zm) + C(‖qm‖νν + 1).

Using this inequality and (34), we deduce that for m large enough,

‖pm‖1 + ‖qm‖νν ≤
1

2
‖zm‖+ C. (35)
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Next, writing zm = z−m + z0
m + z+

m = (p−m, q
−
m) + (p0

m, q
0
m) + (p+

m, q
+
m), one has

that

I ′K(zm)[z+
m] = ‖z+

m‖2 −
∫ 2π

0

pm −WK(t, qm)√
1 + |pm −WK(t, qm)|2

· p+
mdt

+

∫ 2π

0

(
∇qWK(t, qm) · pm −WK(t, qm)√

1 + |pm −WK(t, qm)|2
−∇qVK(t, qm)

)
· q+
mdt.

Using (31) it follows that∣∣∣∣∣
∫ 2π

0

pm −WK(t, qm)√
1 + |pm −WK(t, qm)|2

· p+
mdt

∣∣∣∣∣ ≤ ‖p+
m‖1 ≤ C‖p+

m‖,

and∣∣∣∣∣
∫ 2π

0

(
∇qWK(t, qm) · pm −WK(t, qm)√

1 + |pm −WK(t, qm)|2

)
· q+
mdt

∣∣∣∣∣ ≤ C‖q+
m‖1 ≤ C‖q+

m‖.

Using again (31), (28) and Holder inequality, we deduce that∣∣∣∣∫ 2π

0

∇qVK(t, qm) · q+
m

∣∣∣∣ dt ≤ ∫ 2π

0

|∇qVK(t, qm)||q+
m|dt

≤ C‖q+
m‖1 + C‖|qm|ν−1|q+

m|‖1
≤ C‖q+

m‖1 + C‖qm‖ν−1
ν ‖q+

m‖ν
≤ C‖q+

m‖+ C‖qm‖ν−1
ν ‖q+

m‖.

Then, using that I ′K(zm)→ 0 as m→∞, it follows that

|I ′K(zm)[z+
m]| ≤ ‖z+

m‖

for large m, and then

‖z+
m‖2 ≤ C(‖z+

m‖+ ‖p+
m‖+ ‖q+

m‖+ ‖qm‖ν−1
ν ‖q+

m‖) ≤ C‖z+
m‖(1 + ‖qm‖ν−1

ν ),

which implies that

‖z+
m‖ ≤ C(1 + ‖qm‖ν−1

ν ). (36)

Similarly,

‖z−m‖ ≤ C(1 + ‖qm‖ν−1
ν ). (37)

Next, taking projection onto the space of constants and using (34), it follows
that

|q0
m|ν ≤ C‖qm‖νν ≤ C(1 + ‖pm‖),
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that is

|q0
m| ≤ C(1 + ‖pm‖1/ν). (38)

On the other hand, using (31), (36) and (37) it follows that

2π|p0
m| ≤ ‖pm‖1 + ‖p+

m‖1 + ‖p−m‖1
≤ ‖pm‖1 + C(‖z+

m‖+ ‖z−m‖),

and

|p0
m| ≤ ‖pm‖1 + C(1 + ‖qm‖ν−1

ν ). (39)

Finally, using (35), (36), (37), (38) and (39) it follows that

‖zm‖ ≤ C(‖zm‖1/ν + ‖zm‖
ν−1
ν + 1) +

1

2
‖zm‖,

from where

‖zm‖ ≤ C(‖zm‖1/ν + ‖zm‖
ν−1
ν + 1),

and then (zm) is bounded in E. This implies, using a standard argument, that
(zm) has a convergent subsequence.

In order to show that hypotheses (i) and (ii) of Theorem 11 hold true, define
for ρ > 0

S = {B1z : ‖z‖ = ρ, z ∈ E+},
and for fixed e ∈ E+ with ‖e‖ = 1, r1 ≥ ρ/‖B−1

1 e‖ and r2 > ρ, we also define

Q = {re : 0 ≤ r ≤ r1} ⊕ {z ∈ E− ⊕ E0 : ‖z‖ ≤ r2},

and consider ∂Q as the boundary of Q relative to the subspace

Ê = span {e} ⊕ E− ⊕ E0.

Lemma 8 There exist 0 < ρ < 1 and δ > 0, which may depend on K, such
that IK(z) ≥ δ for all z ∈ S.

Proof. Let (p, q) ∈ E+ and take z = (ρu−1p, ρv−1q) for some ρ > 0 that will be
chosen later. One has that

A(z) = ρu+v−2A(p, q) =
1

2
ρu+v−2‖(p, q)‖2,

and by (32)

‖(p, q)‖ =
√

2‖p‖ =
√

2‖q‖.
Using (V2) and (W1) it follows that there exists C > 0 which may depend on K
such that

|WK(t, q)|2 + VK(t, q) ≤ C|q|ν for all (t, q) ∈ R× R3.
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This inequality together with√
1 + s2 − 1 ≤ 1

2
s2 for all s ∈ R,

implies that there exists C > 0 depending on K such that

HK(t, p, q) ≤ C(|p|2 + |q|ν) for all (t, p, q) ∈ R× R3 × R3.

Then, using this inequality we can follow the arguments in Lemma 2.3 from
[14]. Indeed, the cited inequality together with (31) implies

IK(z) ≥ 1

2
ρu+v−2‖(p, q)‖2 − C(ρ2(u−1)‖p‖22 + ρν(v−1)‖q‖νν)

≥ 1

2
ρu+v−2‖(p, q)‖2 − C(ρ2(u−1)‖p‖2 + ρν(v−1)‖q‖ν).

Hence, if we consider ‖(p, q)‖ = ρ, then by (33) one has that

IK(z) ≥ 1

2
ρu+v − C(ρ2u + ρνv) ≥ δ

for some 0 < ρ < 1 and δ > 0.

Lemma 9 If z + re ∈ Ê, then IK(z + re)→ −∞, as ‖z + re‖ → ∞.

Proof. Given z + re ∈ Ê, reminding that ‖e‖ = 1, one has that

‖z + re‖2 = r2 + ‖z−‖2 + 2π|z0|2.

It follows that if ‖z + re‖ → ∞, then either one has that |r| → ∞ or one has
that |r| ≤M for some M and ‖z−‖+ |z0| → ∞.

In the case that |r| → ∞, if z+re = (p, q), using that
√

1 + |p−WK(t, q)|2−
1 ≥ |p−WK(t, q)| − 2 and (29) it follows that√

1 + |p−WK(t, q)|2 − 1 ≥ |p| − c4 − 2.

This together with (27) imply that there exists c > 0, which may depend on K,
such that

IK(z + re) ≤ 1

2
(r2 − ‖z−‖2)− C(‖p‖1 + ‖q‖νν + 1) ≤ 1

2
r2 − C‖q‖νν ,

Observing now that there exists cν > 0 such that

‖q+‖ν ≤ ‖q+‖ν + ‖q0‖ν + ‖q− + q0‖ν ≤ cν‖q‖ν , (∀q ∈ H1/2
2π ),

we deduce that there exists dν > 0 such that if we denote e = (e1, e2), then

‖q‖νν ≥ dν |r|ν‖e2‖νν , (40)
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and hence

IK(z + re) ≤ 1

2
r2 − Cdν‖e2‖νν |r|ν

and, using that ν > 2 implies that 1
2r

2 − dν‖e2‖νν |r|ν → −∞ as |r| → ∞ we get
the conclusion of the lemma in this case.

Assume now that |r| ≤ M for some M and ‖z−‖ + |z0| → ∞. Then, using
that an analogous inequality to (40) holds true for p instead of q, it follows that

|p0| ≤ C‖p‖1, |q0| ≤ C‖q‖ν ,

which implies that IK(z + re)→ −∞ also in the second case.

Lemma 10 For any K there exists rK > 0 such that if r1, r2 ≥ rK then
IK(z) ≤ 0 for all z ∈ ∂Q.

Proof. It follows from (V1) that

IK(z) ≤ 0 for all z ∈ E− ⊕ E0.

The proof is then concluded by Lemma 9.

By Lemmas 7, 8 and 10 it follows that IK satisfies all hypotheses of Theo-
rem 11. Therefore, we conclude the following existence result:

Corollary 3 The modified Hamiltonian system (26) possesses a 2π-periodic
solution zK = (pK , qK) ∈ E such that IK(zK) > 0.

5.4 Proof of Theorem 10

Consider the 2π-periodic solution of the modified Hamiltonian system (26) given
by Corollary 3, i.e. zK = (pK , qK) ∈ E such that IK(zK) > 0 and

p′K =∇qWK(t, qK) · pK −WK(t, qK)√
1 + |pK −WK(t, qK)|2

−∇qVK(t, qK),

q′K =
pK −WK(t, qK)√

1 + |pK −WK(t, qK)|2
.

We claim that there exists a positive constant C independent of K such that
‖qK‖∞ ≤ C for every K. Indeed, by (27) and (29) and a similar argument to
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the one used in (34) we obtain

I ′K(zK)[(pK , 0)]− IK(zK) =

∫ 2π

0

1√
1 + |pK −WK(t, qK)|2

dt

+

∫ 2π

0

VK(t, qK)dt− 2π

−
∫ 2π

0

pK −WK(t, qK)√
1 + |pK −WK(t, qK)|2

·WK(t, qK)dt

≥C‖q‖νν − 2π(1 + C)

−
∫ 2π

0

pK −WK(t, qK)√
1 + |pK −WK(t, qK)|2

·WK(t, qK)dt.

From the definition of WK and (W2) it follows that there exists C > 0 indepen-
dent of K such that

|WK(t, q)| ≤ C(|q|θ + 1),

for all (t, q) ∈ R× R3. This implies that∣∣∣∣∣
∫ 2π

0

pK −WK(t, qK)√
1 + |pK −WK(t, qK)|2

·WK(t, qK)dt

∣∣∣∣∣ ≤ C‖qK‖θθ + 2πC.

Then, it follows that

0 = I ′K(zK)[(pK , 0)] ≥C‖qK‖νν − 2π(1 + C) + IK(zK)− C‖qK‖θθ + 2πC,

which together with IK(zK) > 0 imply that there exists C > 0 independent of
K such that (here it is important to note that θ < ν),

‖qK‖νν ≤ C(1 + ‖qK‖θθ) ≤ C(1 + ‖qK‖θν),

and hence there exists C > 0 independent of K such that

‖qK‖ν ≤ C. (41)

Now, for every i = 1, 2, 3, choose ti ∈ R such that the i-th component qiK of qK
satisfies that

qiK(ti) =
1

2π

∫ 2π

0

qiKdt.

Using then that

qiK(τ) =

∫ τ

ti

(qiK)′dt+ qiK(ti) =

∫ τ

ti

(qiK)′dt+
1

2π

∫ 2π

0

qiKdt,

together with (41) and ‖(qiK)′‖∞ < 1 we obtain the existence of a positive
constant C independent of K such that

|qiK(τ)| =
∣∣∣∣∫ τ

ti

(qiK)′dt+ qiK(ti)

∣∣∣∣ ≤ C, ∀τ ∈ R.
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As a consequence, there exists a positive constant C independent of K such that

‖qK‖∞ ≤ C,

proving the claim. By this, for every K ≥ C, we have

VK(t, qK(t)) = V (t, qK(t)), WK(t, qK(t)) = W (t, qK(t)), ∀t ∈ R

and thus, zK is a solution of (25).
Moreover, if zK were constant, then using (V1) it would be deduced that

IK(zk) = −
∫ 2π

0

HK(zK)dt ≤ 0,

contradicting that IK(zK) > 0. Therefore, zK is a 2π-periodic nonconstant
solution of (25) and the proof of Theorem 10 is complete.
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[11] T. Damour, Poincaré, the dynamics of the electron, and relativity, Comptes
Rendus Physique, 18 (2017), 551–562.

[12] M. Degiovanni, M. Marzocchi, A critical point theory for nonsmooth func-
tionals, Ann. Mat. Pura Appl., 167 (4) (1994), 73–100.

[13] I. Ekeland, Nonconvex minimization problems, Bull. Amer. Math. Soc.,
(NS) 1 (1979), 443–474.

[14] P.L. Felmer, Periodic solutions of “superquadratic” Hamiltonian systems,
J. Differential Equations, 102 (1993), 188–207.

[15] R. Feynman, R. Leighton, M. Sands: The Feynman Lectures on Physics.
Electrodynamics, vol. 2. Addison-Wesley, Massachusetts (1964)

[16] J.D. Jackson, Classical Electrodynamics, Third edition, Wiley, 1999.

[17] G. Katriel, Mountain pass theorems and global homeomorphism theorems,
Ann. Inst. H. Poincaré Anal. Non Linéaire, 11 (1994), 189–209.

[18] L.D. Landau, E.M. Lifschitz, The Classical Theory of Fields, Fourth Edi-
tion: Volume 2, Butterworth-Heinemann, 1980.

[19] J. Mawhin, Stability and Bifurcation Theory for Non-Autonomous Differ-
ential Equations, Editors R. Johnson, M.P. Pera, Springer Lecture Notes
in Mathematica - 2065, (2013).

[20] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems,
Springer, New York, 1989.

[21] E. Minguzzi, M. Sánchez, Connecting solutions of the Lorentz Force Equa-
tion do exist, Comm. Math. Phys., 264 (2006), 349–370.

[22] J. Moser, E.J. Zehnder, Notes on Dynamical Systems, Courant Lecture
Notes, vol. 12, AMS, 2005.

[23] D. Motreanu, On the proof of a minimax principle, Le Matematiche, 58
(2003), 95–99.

[24] M. Planck, Das Prinzip der Relativität und die Grundgleichungen der
Mechanik, Verh. Deutsch. Phys. Ges., Vol. 4 (1906), 136–141.

40



[25] H. Poincaré, Sur la dynamique de l’électron, C. r. hebd. séanc. Acad. Sci.
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